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Introduction

During the last decades fuzzy sets and fuzzy logic have been interesting fields for research

with increasing popularity linking computer science, mathematics, and engineering. To-

day, type-2 fuzzy sets are a hot topic, partly due to the increasing computational capacity

of computers. However, there is still not a single, superior fuzzy logic or fuzzy reasoning

method, although there are numerous competing theories.

The main contribution of the thesis is that it approaches fuzzy reasoning from three

different angles. First, by creating a new, hybrid fuzzy rule-learning model with classical

inference methods. Second, by introducing a new reasoning method, with intuitive and

practical properties. And third, by supervising the so-called fuzzy truth value-based

reasoning model, and showing new ways to represent and calculate with fuzzy operations

such as conjunctions and implications.

During my research I was guided by pragmatism. Even the more theoretical results

were created with usability in mind. This view is reflected in every chapter: let it be a

simplification of a complex formula, or a new, simple method of reasoning.

The thesis is organized as follows. After a brief overview of fuzzy sets and opera-

tors in Chapter 1, Chapter 2 introduces the squashing function, a parameterized family

of monotone functions. It approximates the so-called cut function, which appears in

piecewise-linear membership functions and the  Lukasiewicz operator family. The purpose

of the approximation is to have a function with a continuous gradient. The results of

Chapter 2 has been published in [31, 32].

Chapter 3 shows the application of squashing functions. A hybrid, genetic algorithm

and gradient based local optimization framework is introduced, to extract fuzzy rules

from input and output sample data. The membership functions of these rules are com-

pound squashing functions with a continuous gradient. The results of Chapter 3 has been

published in [33].

Chapter 4 investigates certain important facets of fuzzy reasoning. Traditionally, the

convex membership functions of fuzzy sets are decomposed into left- and right-hand sides

and the calculations are done on the two sides separately. In this view, it is sufficient

to use monotonic functions in the inference schemes. This Chapter shows the classical

Compositional Rule of Inference with a sigmoid-like function, especially the squashing

function. Based on the conclusions, a new method, the Membership Driven Inference

reasoning scheme is introduced and its efficient computation is shown. The results of

Chapter 4 has been published in [45].

The last two chapters deal with type-2 fuzzy sets. Chapter 5 shows techniques to

reduce the computational complexity of type-2 logical operations by choosing appropriate

membership functions and operators. The results of Chapter 5 has been published in [46].

iii



Chapter 6 investigates type-2 fuzzy implication operators, which are essential for type-2

fuzzy inference systems. The results of Chapter 6 has been published in [47].
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Chapter 1

Introduction to fuzzy sets and

operators

The concept of fuzzy sets was introduced by Zadeh [96] in 1965 as a generalization of

classical sets. While in classical set theory an element is either a member of a set or not,

fuzzy sets allow graded memberships of elements. Zadeh generalized the {0, 1}-valued

(or, in other words crisp) characteristic function of classical sets to the unit interval. This

way, objects may belong to a set to any degree between 0 and 1. The framework of fuzzy

sets fully contains the framework of crisp sets. As a consequence of the generalization,

fuzzy sets only possess a part of crisp set properties.

The theory of fuzzy sets have always had a dual view. On the one hand, it can be

regarded as a generalization of classical set theory. On the other hand fuzzy theory can

be interpreted as a multiple-valued logic, with generalized logical values and operations.

As the thesis focuses on fuzzy logic and reasoning, it adopts the latter view.

Since the introduction of fuzzy sets, many extensions and generalizations have ap-

peared. One such generalization is type-2 fuzzy sets. Type-2 fuzzy sets extend the

concept of classical (type-1) fuzzy sets in the following way. While the latter assign a

specific membership degree to each element on its domain, a type-2 fuzzy set has fuzzy

membership degrees. These are fuzzy subsets of the unit interval, i.e. fuzzy truth values.

This way, the imprecision of membership values can be incorporated into the type-2 fuzzy

framework. A very important special class of type-2 fuzzy sets are interval-valued fuzzy

sets, where the membership values of a fuzzy set are intervals.

Type-2 fuzzy sets became a very active field of research in the past years. As type-1

fuzzy systems and theories have been extended to type-2 ones, it became clear that the

added complexity in computation is worth it.

1.1 Basic Notions

Let the unit interval be denoted by I. Fuzzy sets are functions U → I, where U is the

universe of discourse. The characteristic function of a fuzzy set is called its membership

function, which uniquely represents the fuzzy set.

The most elementary operations of classical logic are negation, conjunction, disjunc-

tion and implication. Fuzzy logical operations are the extensions of these two-valued

operations to the unit interval.
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CHAPTER 1. INTRODUCTION TO FUZZY SETS AND OPERATORS

Definition 1.1. A negation is an order reversing automorphism of I.

Note, that this definition implies that the negation of 0 is 1 and vice versa, i.e. com-

patibility with crisp logic is preserved. A more restrictive class of negations is generally

used.

Definition 1.2. A strong negation (denoted by ′) is an involutive order reversing auto-

morphism of I.

Involutivness means that for any x ∈ I x′′ = x, i.e. an involutive function applied twice

gives the identity mapping. The simplest and most widely used negation is x′ = 1 − x.

The thesis, if not stated otherwise, deals only with strong negations.

The fuzzy conjunction and disjunction operations are represented by triangular norms

(t-norms for short) and triangular conorms (t-conorms for short). The term t-norm was

introduced by Menger [63] in the theory of probabilistic metric spaces. Later, Trillas

and Höhle were the first to suggest the use of general t-norms and t-conorms for the

intersection and union of fuzzy sets.

Definition 1.3. A t-norm is a binary operation △ : I × I → I that is commutative,

associative, increasing in each variable, and has unit element 1.

Definition 1.4. A t-conorm is a binary operation ▽ : I × I → I that is commutative,

associative, increasing in each variable, and has unit element 0.

A fuzzy implication is a generalization of classical implication operations. Its definition

retains only the most necessary properties of implications.

Definition 1.5. Fuzzy implications are two-place functions ⊲ : I × I → I which fulfill

the boundary conditions according to the boolean implication, and antitone in the first and

monotone in the second argument.

Fuzzy coimplications ⊳ are dual to fuzzy implications by a strong negation according

to

x⊳ y =
(
x′

⊲ y′
)′

.

The definition of fuzzy implication is very unrestrictive. By considering additional

conditions, the class of fuzzy implication can be further restricted. Such conditions are

derived from similar boolean identities. According to [35], the following conditions are

the most important ones (see [85, 44, 92, 13]):

1. 1⊲x = x.

2. x⊲(y⊲z) = y⊲(x⊲z).

3. x⊲y if and only if x ≤ y.

4. x⊲0 is a strong negation.

5. x⊲y ≥ y.

6. x⊲x = 1.

7. x⊲y = y′⊲x′ for a strong negation ′.

2



CHAPTER 1. INTRODUCTION TO FUZZY SETS AND OPERATORS

8. ⊲ is a continuous function.

Residuation is a fundamental concept in multiple-valued logic. In fuzzy logic, residuals

of t-norms (and t-conorms) are implications (coimplications).

Definition 1.6. A fuzzy implication ⊲ is the residual implication of a t-norm △ if

x⊲ y =
∨

(x△ z)≤ y

z.

Definition 1.7. A fuzzy coimplication ⊳ is the residual coimplication of a t-conorm ▽ if

x⊳ y =
∧

(x▽ z)≥ y

z.

1.2 The Representation of Fuzzy Operators

The representation theorem of Trillas [84] states that any strong negation ′ can be ex-

pressed as

x′ = θ−1 (1 − θ(x)) , (1.1)

where θ is an automorphism of the unit interval. It is called the generator function of the

negation. An alternative representation theorem of strong negations was first proved by

Dombi [29].

Theorem 1.8. Let ′ : I → I be a continuous function. It is a strong negation if and

only if there exists a continuous and strictly monotone function ϕ : I → [−∞,∞] with

ϕ(ν) = 0, ν ∈]0, 1[ such that for all x ∈ I

x′ = ϕ−1(−ϕ(x)). (1.2)

Here ν is called the fixed point of the negation, i.e. for which ν ′ = ν.

Theorem 1.8 states that all strong negations can be expressed as ϕ−1(−ϕ(x)) with

a suitable ϕ generator function. In this formula the negation’s fixed point is implicitly

hidden in the generator function. The next representation theorem of strong negations

explicitly contains its fixed point i.e. neutral value [29].

Theorem 1.9. Let ′ : I → I be a continuous function, then the following are equivalent:

• The function ′ is a strong negation with fixed point ν.

• There exists a continuous and strictly monotone function ϕ : I → [−∞,∞] and

ν ∈]0, 1[ such that for all x ∈ I

x′ = ϕ−1(2ϕ(ν) − ϕ(x)). (1.3)

The works of Abel [1], Aczél [3, 4, 5] and Ling [57] on associative functions and abstract

semigroups established the fundamental results on the generator functional representation

of certain t-norms and t-conorms. The key to characterize such t-norms and t-conorms is

the Archimedean property.
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CHAPTER 1. INTRODUCTION TO FUZZY SETS AND OPERATORS

Definition 1.10. A t-norm △ (resp. a t-conorm ▽) is Archimedean if x△(n)x → 0

(resp. x▽(n)x → 1) as n → ∞, where x△(n)x = x△ . . .△x n times.

Theorem 1.11. A t-norm △ is continuous and Archimedean if and only if there exists

a strictly decreasing and continuous function ϕ : I → [0,∞], with ϕ(1) = 0 such that

x△y = ϕ(−1) (ϕ(x) + ϕ(y)) , (1.4)

where ϕ(−1) is the pseudoinverse of f defined by

ϕ(−1)(x) =

{
ϕ−1(x), ifx ≤ ϕ(0)

0, otherwise
(1.5)

The class of continuous and Archimedean operators can be further divided into nilpo-

tent and strict operators.

Definition 1.12. A continuous t-norm △ (resp. t-conorm ▽) is nilpotent if ∃x, y ∈]0, 1[

such that x△y = 0 (resp. x▽y = 1).

A t-norm or a t-conorm is strict if it is continuous and strictly increasing on ]0, 1[2.

Note, that the two notions are exclusive. For example, suppose ∃x0, y0 such that

x0△y0 = 0, then it also holds for all x < x0 and y < y0 because of the monotonicity of

t-norms.

There are three representative t-norms: the minimum x△My = x ∧ y, the product

x△P y = xy, and  Lukasiewicz t-norm x△W y = (x + y − 1) ∨ 0. All strict t-norms are

isomorphic to the product [75], and all nilpotent t-norms are isomorphic to the  Lukasiewicz

t-norm [70].

Analogously, the three representative t-conorms are the maximum (x▽My = x ∨ y),

the algebraic sum (x▽P y = x + y−xy) and  Lukasiewicz t-conorm (x▽W y = (x + y)∧ 1).

Residual fuzzy implications can be represented by

x⊲y = ϕ−1 ((ϕ(y) − ϕ(x)) ∨ 0) , (1.6)

where ϕ is the generator function of an Archimedean t-norm.

4



Chapter 2

The Squashing function

The construction and the interpretation of fuzzy membership functions have always been

a crucial question of fuzzy set theory. Bilgic and Türksen gave a comprehensive overview

of the most relevant interpretations in [35]. For the construction of membership functions

Dombi [30] had an axiomatic point of view, Civanlar and Trussel [24] used statistical data,

Bagis [9], Denna et al. [27], Karaboga [54] applied tabu search. However, most fuzzy appli-

cations use piecewise linear membership functions because of their easy handling, for ex-

ample in embedded fuzzy control applications where the limited computational resources

does not allow the use of complicated membership functions. In other areas where the

model parameters are learned by a gradient based optimization method, they can not be

used because the lack of continuous derivatives. For example to fine tune a fuzzy control

system by a simple gradient based technique it is required that the membership functions

are differentiable for every input. There are numerous papers dealing with the concept of

fuzzy set approximation and membership function differentiability (see for example [16],

[49], [73]).

The  Lukasiewicz (or nilpotent) operator class (see e.g. [2, 50, 23]) is commonly used

for various purposes (see e.g. [21, 22]). In the formulation of this well known operator

family the cut function (denoted by [·]) plays an important role. We can get the cut

function from x by taking the maximum of 0 and x and then taking the minimum of the

result and 1.

Definition 2.1. Let the cut function be

[x] = min(max(0, x), 1) =





0, if x ≤ 0

x, if 0 < x < 1

1, if 1 ≤ x

Let the generalized cut function be

[x]a,b = [(x − a)/(b − a)] =





0, if x ≤ a
x−a
b−a , if a < x < b

1, if b ≤ x

where a, b ∈ R and a < b.

In neural networks terminology this cut function is called saturating linear transfer

5



CHAPTER 2. THE SQUASHING FUNCTION

function. All nilpotent operators are constructed using the cut function. The formulas of

the nilpotent conjunction, disjunction, implication and negation are the following:

x△W y = [x + y − 1], (2.1)

x▽W y = [x + y], (2.2)

x⊲W y = [1 − x + y], (2.3)

x′ = 1 − x, (2.4)

where x, y ∈ I. The truth tables of the former three can be seen on Fig. 2.1.
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Figure 2.1: The truth tables of the nilpotent conjunction, disjunction and implication

We will refer to triangular and trapezoidal membership functions as piecewise linear

membership functions. They are very common in fuzzy control because of their easy

handling. The generalized cut function can be used to describe piecewise linear member-

ship functions. Generally a trapezoidal membership function can be constructed as the

conjunction of two generalized cut functions as

[x]a,b △W ([x]c,d)′ = [[x]a,b + 1 − [x]c,d − 1] (2.5)

= [[x]a,b − [x]c,d], (2.6)

where a, b, c, d are real numbers and a < b ≤ c < d. As a special case, if b = c then we

get a triangular membership function. For an example of the general case see Fig. 2.2.

The  Lukasiewicz operator family has good theoretical properties. These are for exam-

ple the law of non-contradiction (that is the conjunction of a variable and its negation is

always zero) and the law of excluded middle (that is the disjunction of a variable and its

negation is always one) both hold, and the residual and material implications coincide.

These properties make these operators widely used in fuzzy logic and the closest one to

Boolean logic. Besides these good theoretical properties this operator family does not

have a continuous gradient. So for example classical gradient based optimization tech-

niques are impossible with  Lukasiewicz operators. The root of this problem is the shape

of the cut function itself.

A solution to above mentioned problem is a continuously differentiable approximation

of the cut function, which can be seen on Fig. 2.3. In this chapter we’ll construct such

an approximating function by means of sigmoid functions. The reason for choosing the

sigmoid function was that this function has a very important role in many areas. It is

6



CHAPTER 2. THE SQUASHING FUNCTION
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Figure 2.2: On the left there are two generalized cut functions. On the right: a trapezoidal
membership function constructed as the conjunction of the former two, with a negation
applied to the right one. Its parameters are: a = 0, b = 1, c = 2, d = 4

frequently used in artificial neural networks ([19]), optimization methods, economical and

biological models ([56]).
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Figure 2.3: The cut function and its approximation

2.1 The sigmoid function

The sigmoid function (see Fig. 2.4) is defined as

σ
(β)
d (x) =

1

1 + e−β(x−d)
(2.7)

where the lower index d is omitted if it is 0.

Let us examine some of its properties which will be useful later:

• its derivative can be expressed by itself (see Fig. 2.5):

∂σ
(β)
d (x)

∂x
= βσ

(β)
d (x)

(
1 − σ

(β)
d (x)

)
(2.8)
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CHAPTER 2. THE SQUASHING FUNCTION
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Figure 2.4: The sigmoid function, with parameters d = 0 and β = 4
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Figure 2.5: The first derivative of the sigmoid function

• its integral has the following form:

∫
σ

(β)
d (x) dx = −

1

β
ln
(
σ

(−β)
d (x)

)
(2.9)
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Figure 2.6: The integral of the sigmoid function, one is shifted by 1

Because the sigmoid function is asymptotically 1 as x tends to infinity, the integral of the

sigmoid function is asymptotically x (see Fig. 2.6).
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CHAPTER 2. THE SQUASHING FUNCTION

2.2 The squashing function on an interval

In order to get an approximation of the generalized cut function, let us integrate the

difference of two sigmoid functions, which are translated by a and b (a < b), respectively.

1

b − a

∫ (
σ(β)

a (x) − σ
(β)
b (x)

)
dx =

=
1

b − a

(∫
σ(β)

a (x) dx −

∫
σ

(β)
b (x) dx

)
=

=
1

b − a

(
−

1

β
ln
(
σ(−β)

a (x)
)

+
1

β
ln
(
σ

(−β)
b (x)

))
(2.10)

After simplification we get the interval [a, b] squashing function:

Definition 2.2. Let the interval [a, b] squashing function be

S
(β)
a,b (x) =

1

b − a
ln

(
σ

(−β)
b (x)

σ
(−β)
a (x)

)1/β

=
1

b − a
ln

(
1 + eβ(x−a)

1 + eβ(x−b)

)1/β

.

The parameters a and b affect the placement of the interval squashing function, while

the β parameter determines the precision of the approximation. We prove that S
(β)
a,b (x) is

indeed an approximation of the generalized cut function.

Theorem 2.3. Let a, b ∈ R, a < b and β ∈ R+. Then

lim
β→∞

S
(β)
a,b (x) = [x]a,b

and S
(β)
a,b (x) is continuous in x, a, b and β.

Proof. It is easy to see the continuity, because S
(β)
a,b (x) is a simple composition of con-

tinuous functions and because the sigmoid function has a range of [0, 1] the quotient is

always positive.

In proving the limit we separate three cases, depending on the relation between a, b

and x.

• Case 1 (x < a < b): Since β(x − a) < 0, so eβ(x−a) → 0 and similarly eβ(x−b) → 0.

Hence the quotient converges to 1 if β → ∞, and the logarithm of one is zero.

9



CHAPTER 2. THE SQUASHING FUNCTION

• Case 2 (a ≤ x ≤ b):

1

b − a
ln


 lim

β→∞

(
1 + eβ(x−a)

1 + eβ(x−b)

)1/β

 =

=
1

b − a
ln


 lim

β→∞

(
eβ(x−a)

(
e−β(x−a) + 1

)
(
1 + eβ(x−b)

)
)1/β


 =

=
1

b − a
ln

(
lim

β→∞

ex−a
(
e−β(x−a) + 1

)1/β

(
1 + eβ(x−b)

)1/β

)
=

=
1

b − a
ln

(
ex−a lim

β→∞

(
e−β(x−a) + 1

)1/β

(
1 + eβ(x−b)

)1/β

)

We transform the nominator so that we can take the ex−a out of the limes. In

the nominator e−β(x−a) remained which converges to 0 as well as eβ(x−b) in the

denominator so the quotient converges to 1 if β → ∞. So as the result, the limit of

the interval squashing function is (x− a)/(b − a), which by definition equals to the

generalized cut function in this case.

• Case 3 (a < b < x):

1

b − a
ln


 lim

β→∞

(
1 + eβ(x−a)

1 + eβ(x−b)

)1/β

 =

=
1

b − a
ln


 lim

β→∞

(
eβ(x−a)

(
e−β(x−a) + 1

)

eβ(x−b)
(
e−β(x−b) + 1

)
)1/β


 =

=
1

b − a
ln

(
lim

β→∞

ex−a
(
e−β(x−a) + 1

)1/β

ex−b
(
e−β(x−b) + 1

)1/β

)
=

=
1

b − a
ln

(
ex−a

ex−b
lim

β→∞

(
e−β(x−a) + 1

)1/β

(
e−β(x−b) + 1

)1/β

)

We do the same transformations as in the previous case but we take ex−b from the

denominator, too. After these transformations the remaining quotient converges to

1, so

lim
β→∞

S
(β)
a,b (x) =

1

b − a
ln

(
ex−a

ex−b

)

=
1

b − a
ln
(
ex−a−(x−b)

)

=
1

b − a
ln
(
eb−a

)
=

b − a

b − a
= 1.

On Fig. 2.7 the interval squashing function can be seen with various β parameters.

The following proposition states some properties of the interval squashing function.

10



CHAPTER 2. THE SQUASHING FUNCTION

0

0.2

0.4

0.6

0.8

1

y

–1 1 2 3

x

0

0.2

0.4

0.6

0.8

1

y

–1 1 2 3

x

Figure 2.7: On the left: the interval squashing function with an increasing β parameter
(a = 0 and b = 2). On the right: the interval squashing function with a zero and a
negative β parameter
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Figure 2.8: The approximation of the nilpotent conjunction with β values 1,4,8 and 32

Proposition 2.4.

lim
β→0

S
(β)
a,b (x) = 1/2

S
(−β)
a,b (x) = 1 − S

(β)
a,b

As an another example, the nilpotent conjunction is approximated with the interval

squashing function on Fig. 2.8.

For further use, let us introduce an another form of the interval squashing function’s

formula. Instead of using parameters a and b which were the ”bounds” on the x axis, from

now on we’ll use a and δ, where a gives the center of the squashing function and where δ

gives its steepness. Together with the new formula we introduce its pliant notation.

Definition 2.5. Let the squashing function be

〈a <δ x〉β = S
(β)
a,δ (x) =

1

2δ
ln

(
σ

(−β)
a+δ (x)

σ
(−β)
a−δ (x)

)1/β

,

where a ∈ R and δ ∈ R+.

If the a and δ parameters are both 1/2 we will use the following notation for simplicity:

〈x〉β = S
(β)
1
2
, 1
2

(x),

which is the approximation of the cut function.
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The inequality relation in this notation refers to the fact that the squashing function

can be interpreted as the truthness of the relation a < x with decision level 1/2, according

to a fuzziness parameter δ and an approximation parameter β (see Fig. 2.9).
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Figure 2.9: The meaning of 〈a <δ x〉β

The derivatives of the squashing function are continuous and can be expressed by itself

and sigmoid functions:

∂S
(β)
a,δ (x)

∂x
=

1

2δ

(
σ

(β)
a−δ(x) − σ

(β)
a+δ(x)

)
(2.11)

∂S
(β)
a,δ (x)

∂a
=

1

2δ

(
σ

(β)
a+δ(x) − σ

(β)
a−δ(x)

)
(2.12)

∂S
(β)
a,δ (x)

∂δ
=

1

2δ

(
σ

(β)
a+δ(x) + σ

(β)
a−δ(x)

)
−

1

δ
S

(β)
a,δ (x) (2.13)

2.3 The error of the approximation

The squashing function approximates the cut function with an error. This error can be

defined in many ways. We have chosen the following definition.

Definition 2.6. Let the approximation error of the squashing function be

εβ = 〈0 <δ (−δ)〉β =
1

2δ
ln

(
σ

(−β)
δ (−δ)

σ
(−β)
−δ (−δ)

)1/β

where β > 0.

Because of the symmetry of the squashing function εβ = 1 − 〈0 <δ δ〉β, see Fig. 2.9.

The purpose of measuring the approximation error is the following inverse problem: we

want to get the corresponding β parameter for a desired εβ error. We state the following

lemma on the relationship between εβ and β.

Lemma 2.7. Let us fix the value of δ. The following holds for εβ:

εβ < c ·
1

β
,

where c = ln 2
2δ is constant.

12
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Proof.

εβ =
1

2δβ
ln

(
1 + eβ(−δ+δ)

1 + eβ(−δ−δ)

)
=

1

2δβ
ln

(
2

1 + e−2δβ

)
=

=
ln 2

2δβ
−

ln(1 + e−2δβ)

2δβ
< c ·

1

β

So the error of the approximation can be upper bounded by c · 1
β , which means that

by increasing parameter β, the error decreases by the same order of magnitude.

2.4 Approximation of piecewise linear membership func-

tions

In fuzzy theory triangular and trapezoidal membership functions play an important role.

For example fuzzy control uses mainly this type of membership functions because of their

easy handling. They are piecewise linear, hence they can not be continuously differen-

tiated. The main motivation was to construct an approximation which has the same

properties in the limit as the approximated membership function and has a continuous

gradient. If we are using approximated piecewise linear membership functions in fuzzy

control systems then they can be tuned by a gradient based optimization method and we

can get the optimal parameters of the membership functions.

Piecewise linear membership functions can be constructed from generalized cut func-

tions, and thus approximated by using squashing functions with a suitable conjunction

operator. We have chosen the  Lukasiewicz conjunction. The formula of conjunction also

uses the squashing function in place of the cut function. This way, the membership

function and the operator are both constructed from the same component.

To describe a trapezoidal membership function using the conjunction operator and

two squashing functions four parameters are required, namely a1, δ1 and a2, δ2, where a1

and a2 give the positions of its left and right sides, and δ1 and δ2 give its left and right

slopes. The two β parameters of the squashing functions have to have opposite signs to

form a trapezoid or triangle, and of course the equations a1 < a2 and a1 + δ1 ≤ a2 − δ2

must hold.
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Figure 2.10: The approximation of a trapezoid and a triangular membership function
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The approximation of a trapezoid membership function is the following (see Fig. 2.10):

S
(β)
1
2
, 1
2

(
S

(β)
a1,δ1

(x) + S
(−β)
a2,δ2

(x) − 1
)

. (2.14)

with pliant notation:

〈〈a1 <δ1 x〉β + 〈a2 <δ2 x〉(−β) − 1〉β . (2.15)

As a special case of the trapezoid membership function we get the triangular mem-

bership function. To describe one, only two parameters are needed, the center a, and its

fuzziness δ (see Fig. 2.10).

Definition 2.8. Let the approximation of the triangular membership function be defined

as (in pliant notation)

〈x ∼δ a〉β = 〈〈(a − δ/2) <δ/2 x〉β+

+ 〈(a + δ/2) <δ/2 x〉−β − 1〉β .

where a is its center and δ is its fuzziness.

This way an approximation of a trapezoidal or triangular fuzzy number can be repre-

sented by a pair of squashing functions. This approximation eliminates piecewise linearity,

but can be continuously differentiated, has good analytical properties, for example simple

derivatives, fast convergence and low calculation overhead.
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Chapter 3

Rule based fuzzy classification

using squashing functions

In the past decades neural networks were successfully used in input-output mapping with

very good learning abilities. However the comprehensibility of neural networks are low,

they lack of logical justification, one does not know why a trained network gives a certain

answer. Its knowledge is distributed in its weights and structure and it cannot be directly

translated into simple logical formulas. The problem of creating logical rules to describe

a set of input-output data or a black box system’s internal behavior is still an active

area of Computational Intelligence. Many approaches were suggested to explain a neural

network’s output.

Fuzzy rule extraction/refinement methods based on knowledge based neural networks

(KBANN) introduced by Towell and Shavlik [83] are proved to be very popular. KBANN

is the most widely known hybrid learning framework with extraction algorithms like

Subset and MofN.

Besides KBANN other rule extraction methods were proposed for example the Ru-

leNet technique of McMillan, Mozer and Smolensky [58], the rule-extraction-as-learning

technique of Craven and Shavlik [25], the VIA algorithm of Thrun [80], the DEDEC

technique of Tickle, Orlowski and Diederich [81], the BRAINNE system of Sestino and

Dillon [76], the RULENEG technique of Pop et al. [72] and the RULEX technique of

Andrews and Geva [6]. The preceding techniques give crisp rules, thus one does not know

the probability of correctness of a classified instance. So fuzzy rule extraction models

were developed to overcome this loss of information.

Huang and Xing [52] represent the continuous valued input parameters of the network

by linguistic terms and extract rules by dominance. Pedrycz and Reformat [71] at first

apply a genetic algorithm to evolve a network with weights fixed to one, and then optimize

it using standard backpropagation relaxing the weights to the interval [0, 1]. Although

integer weights are lost during optimization (which are necessary for logical rules), they

are corrected by rounding them to zero or one.

In this chapter a hybrid method is proposed to construct concise and comprehensible

fuzzy rules from given training data.
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3.1 Problem definition and solution outline

The main task is to learn fuzzy rules describing a set of training data. Comprehensibility

and classification performance are the most important attributes of a rule set. The first

one is determined by the size of the rule set, and the number of antecedents per rule.

To avoid complex formulas, we are only concerned with disjunctions of conjunctions i.e.

formulas in disjunctive normal forms. Despite the wide class of t-norms and t-conorms

we will use a squashing function-based approximation of the well-known  Lukasiewicz

connectives in formulas.

The training data is supposed to be a set of n-dimensional real-valued vectors xi (i =

1 . . . nd). A target class ci (i = 1 . . . nc) is assigned to every training data. We suppose the

input values are in the interval [0, 1]. This normalization does not constrain applicability.

The target class labels are transformed into binary valued vectors.

In short, the three-stage rule construction algorithm is the following.

1. The training data is fuzzified using approximated trapezoidal membership functions

for each input dimension.

2. The structures of the logic rules are evolved by a genetic algorithm.

3. A gradient based local optimization is applied to fine-tune the membership func-

tions.

The third step of the rule construction algorithm requires that both the membership

functions and the logical connectives have a continuous gradient. The  Lukasiewicz oper-

ators and the widely used trapezoidal memberships do not fulfill this requirement. As a

solution an approximation of them is needed. The continuous squashing function-based

approximation is used.

3.2 The structure and representation of the rules

The first step of rule learning is a discretization procedure, the fuzzification of the training

data. Every input interval is equally divided into k fuzzy sets, where each fuzzy set is

a soft triangular or trapezoidal one. Each element of the input vector is fuzzified by

these membership functions, so that an n-dimensional data is represented by kn fuzzy

membership values. From now on we will denote the fuzzified input data as xij , (i =

1 . . . n, j = 1 . . . k). The advantage of the initial fuzzification is that the output will not

only provide crisp yes/no answers but classification reliabilities, too.

A set of rules is represented by a constrained neural network in the following way.

The activation functions of the neurons are squashing functions with fixed a = 1/2 and

λ = 1, and all weights of the network are zero or one. The network is further restricted

to one hidden layer with any number of neurons. There are two kinds of neurons in the

network: one functioning as a  Lukasiewicz t-norm and one as a  Lukasiewicz t-conorm,

both approximated by the squashing function. Since the activation function of a neuron

is given, its type is determined by the neuron’s bias. A neuron is conjunctive if it has

a bias of n − 1 (where n is the number of its input synapses), and disjunctive if it has

a zero bias. With a given network structure these biases are constant, but for every

new network with a different structure these biases must be recalculated to preserve the
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types of the neurons. The network is additionally constrained so that the hidden layer

contains only conjunctive neurons and the output layer contains only disjunctive neurons.

These restrictions affect the shape of the decision surface, too. The representable decision

borders are parallel to the axises, and the decision surface is a union of local ridges.

Every output neuron corresponds to one rule. Because of the special structure of the

network every rule is in disjunctive normal form (DNF). For multi class problems several

networks (with one output node) can be trained, one network per class. The output class

is decided by taking the maximum of the activations of the networks’ output.

These restrictions on the activation function, the weights and the structure of the net-

work are advantageous for the following reasons. First, a fuzzy logical formula (rule) can

be directly assessed from the network. Second, the complexity of the represented logical

formulas are greatly reduced. See e.g. [18] for the high complexity of directly extracted

formulas from neural networks caused by real valued weights. The third advantage of

this special network structure is its high comprehensibility, which means that the learned

rules are easily human-readable.

The model has three global parameters.

• The number of conjunctive neurons in the hidden layer. Because a hidden neuron

corresponds to one local decision region, this is mainly determined by the complexity

of the problem.

• The technical parameter denoted by β controls the power of the approximation. A

small β gives smooth membership and activation functions, while a large β gives a

better approximation of triangular and trapezoidal membership functions. So the

value of β directly affects the smoothness of the decision surface.

• The number of fuzzy sets each input range is divided. It can be modified as necessary

to get an adequately fine resolution of the feature space.

3.3 The optimization process

The model defined in the previous section is able to arbitrarily approximate a function

with sufficiently many fuzzy sets and hidden neurons. Our aim is to give a good approx-

imation of the input-output relation by a modest number of parameters.

We use a similar approach to Pedrycz and Reformat [71] and Huang and Xing [52]

for the description of the rule set but the optimization process is different. The main

differences are the fixed network weights and the gradient based fine tuning of the mem-

berships.

The proposed hybrid learning method consists of three separate steps. After the initial

fuzzification, first we fix the fuzzy sets of the input and by using a genetic algorithm the

synapses of the network are optimized. This optimization gives rules that roughly describe

the relation between the input/output training data, so it has to be further refined. In the

third step a gradient based local optimization method does the fine-tuning by optimizing

the parameters of the fuzzy sets. The latter two steps are discussed in more detail.
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3.3.1 Rule optimization by a genetic algorithm

The network is defined so that its weights can be only zero or one. In other words it means

that either there is a synapse between two neurons in successive layers or not. In the first

step this structure is optimized by a genetic algorithm to give the best possible result. It

is obvious to represent the network structure by a bit string, where a bit corresponds to a

connection between the neurons. A simple fitness function of the genetic algorithm is the

negative of the sum of squared errors between the network output and the target value.

F (x) = −
n∑

i=1

(zi − ti)
2, (3.1)

where z denotes the output of the network and t denotes the desired output or target value

and n is the number of training data. Of course, other fitness functions are reasonable

too, for example by subtracting from F a value proportional to the number of synapses.

This way rewarding structures with less synapses.

The network optimized by the genetic algorithm will contain the necessary synapses

to roughly describe the connection between the input and output data with the initial

fuzzy sets. This rule set is coarse because the initial fuzzy sets most likely do not suit the

problem well.

3.3.2 Gradient based local optimization of memberships

The refinement of the initial fuzzy sets is achieved by fine tuning the parameters of the

soft trapezoidal membership functions. Our purpose of using soft membership functions

was to have the opportunity to use a simple gradient based local optimization algorithm.

The optimization is the following: modify the parameters of the fuzzy sets so that the

overall error of the network decreases. By applying this optimization the resulting set

of rules will possibly have a better description of the underlying system. We note that

only those fuzzy sets are optimized which have (an indirect) connection to the output

neuron. It is because the gradient of the not connected ones is zero, thus the optimization

algorithm does not change their value.

In order to examine the gradient of the error of the network we must introduce some

notations. Let Wh denote the matrix of weights between the input and the hidden layer,

Wo the vector of weights between the hidden and the output layer (since there is only

one output neuron), and b the biases of the hidden layer. Let xi denote the input of the

network, where i = 1 . . . nd. Let yi denote the activation of the hidden neurons. Like

above zi denotes the network output.

The error of the network is the following.

E =
1

2

n∑

i=1

(zi − ti)
2 (3.2)

Let us denote the set of parameters by p. These are the parameters of the trapezoidal

fuzzy sets, four for each one: the center and width of its left and right sides. The partial

derivative of E by p is

∂E

∂p
=

n∑

i=1

(
∂zi

∂p

)T

(zi − ti). (3.3)
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In the network zi is calculated by the following formula

zi = S
(β)
1/2,1 (Woyi) (3.4)

because all the biases of the output layer are zero. Its partial derivative according to p is

∂zi

∂p
=

∂S
(β)
1/2,1 (Woyi)

∂ (Woyi)
Wo

∂yi

∂p
, (3.5)

The partial derivatives of the hidden neurons’ activation can be calculated similarly be-

cause

yi = S
(β)
1/2,1 (Whxi − b) , (3.6)

so

∂yi

∂p
= Diag




∂S
(β)
1/2,1 (Whxi − b)

∂ (Whxi − b)


Wh

∂xi

∂p
, (3.7)

where Diag(ξ) denotes a diagonal matrix constructed from the vector ξ.

Because the network’s inputs are fuzzified values according to given trapezoidal fuzzy

memberships, its partial derivatives ∂xi

∂p
can be easily calculated.

The role of the parameter β is very important in the learning process. If its value is too

low, there is no real distinction between the different fuzzy sets on the same input interval.

If its value is too high (i.e. the squashing function approximates the generalized cut

function very well), the optimization is not effective since the gradient of it is either zero

or a non-zero constant. For these reasons this optimization step is realized as an iterative

process with increasing β values. As a result the final approximation is negligible and the

fuzzy sets are represented by piecewise-linear trapezoidal or triangular memberships.

After the two optimization steps the set of rules can be easily extracted from the

network. There is a one-to-one correspondence between a network structure and a set of

rules. The advantage of this rule learning method is twofold. First, the rules are easily

interpretable fuzzy rules (because of the disjunctive normal form) with expressed confi-

dence in the result. However, interpretability could be further increased by constraining

the possible settings of membership functions, or by assigning linguistic variables to final

membership functions. Second, there are no real valued weights in the network during

the optimization which would have to be rounded (and thus losing information) to get a

logic interpretation of the input/output relation of the training data.

3.4 Applications of the classification method

In this section we show some examples of the above defined rule construction method.

The example problem sets are the Iris, Wine, Ionosphere and the Thyroid datasets from

the UCI machine learning repository. In all four experiments the genetic algorithm was

run with the following setting:

population: 100

max. generations: 100

crossover method: scattered

mutation prob.: 2%
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The following shorthand notation will be used for the description of membership functions.

Notation 3.1. Let us denote a trapezoidal membership function by

[a1 <λ1 x <λ2 a2] , (3.8)

where ai denote the centers and λi denote the widths of the left and right slopes. If one

side of the trapezoid is outside of the corresponding input interval then it is omitted.

The Iris dataset is the following. The input feature space is four dimensional, which

comprises of the sepal length, the sepal width, the petal length and the petal width of an

Iris flower. One has to decide the class of the Iris flower i.e. whether it is an Iris Setosa, an

Iris Virginica or an Iris Versicolor. There are 150 entries in the dataset. Three networks

were trained, one for each class. Each input interval was divided by three trapezoidal

fuzzy sets, the number of hidden neurons was one in each case. The learned rules for the

Iris problem are:

• Iris Setosa: [x3 <1.7 3.8]

• Iris Virginica: [1.5 <0.5 x4]

• Iris Versicolor: [0.35 <3.76 x3 <1.55 6.6]

AND [0.27 <1.28 x4 <0.32 1.9]

These rules give 96% accuracy with 5 misclassified samples. Only two features are used,

and the average certainty factors are [98% 92% 96%] for the classes.

The Wine dataset contains 178 instances of 13 dimensional real-valued input vectors.

There are three types of wines to classify, so three separate networks were trained. The

following rule set has been learned with three fuzzy sets for each input:

• Wine 1: [435 <683 x13]

• Wine 2: [x10 <3.36 5.9]

• Wine 3: [x7 <1.26 1.74]

These rules give 95% accuracy with 6 misclassified and 3 undecided samples. Note that

only three features are used (x7, x10, x13) in the rules. The average certainty factors are

[88% 85% 85%].

The Ionosphere dataset is a binary classification problem which contains 351 instances

of 34 dimensional radar data. One has to decide whether there is evidence of some type

of structure in the ionosphere. The following rule has been learned with only one hidden

neuron:

[0.69 <0.5 x1] AND [−0.19 <0.013 x5]

With 1/2 threshold, this simple rule gives 88% accuracy.

The Thyroid gland dataset contains 215 instances of 5 dimensional real-valued input

vectors. There are three classes (normal, hypo and hyper), each class was classified with

only one hidden neuron:

• Normal: [4.92 <2.46 x2 <6.95 14.57]
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• Hypo: [x2 <3.75 6.2]

• Hyper: [10.95 <4.31 x2 <12.77 36.8]

These rules give 94.8% accuracy with 11 misclassifications. Note that only x2 is used.

The average certainty factors are [95% 88% 94%].

3.5 Summary

In this chapter a hybrid method with a genetic algorithm and a gradient based local

optimization is introduced for fuzzy logical rule learning. The genetic algorithm is used

to find those features of the input with which the separation of classes is optimal. The

second step of the method refines the initial fuzzy membership functions in order to give

better accuracy. The model is novel in the sense that logical information is directly

available and that the fuzzy membership functions are optimized instead of the network

weights, so that there is no need to round the weights to integers and thus lose information.

The rules are concise and easily understandable because of their disjunctive normal form

which is guaranteed by the special network structure. Tests show that the method is very

useful in revealing hidden input/output relations.
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Chapter 4

Reasoning using approximated

fuzzy intervals

The concept of Approximate Reasoning appeared very early after the introduction of fuzzy

sets. In fact, one of the main motivations behind fuzzy sets was the need to deal with vague

propositions and to make inferences with them. The first model of inference which handled

fuzzy rules used the compositional rule of inference (CRI), proposed by Zadeh [95]. The

CRI is based on the cylindrical extension and projection of fuzzy relations, and is one of

the most fundamental inference mechanisms. Many papers dealt with the generalizations

of CRI and the proper selection of operations satisfying various requirements. All authors

agree that the CRI should generalize the classical modus ponens principle. This case is

well characterized by now, see e.g. [17].

In 1979 Baldwin [10] and Tsukamoto [87] proposed another inference mechanism called

fuzzy truth-value (FTV) based reasoning. It is based on the ideas of Bellman and Zadeh,

who introduced the concept of local fuzzy truth-values. Many authors generalized the

original ideas of Baldwin and Tsukamoto, and revealed that the two inference mechanisms

are equivalent.

Later, another subfield of Approximate Reasoning emerged, which handled inference

based on the similarity of the input the antecedents of the rules, see Ruspini [74]. This

methodology declined some axioms of the logic based view of rules, and defined new ones,

which much more emphasize the similarity view.

In this chapter we examine the properties of indetermination in generalized CRI.

We then introduce a new reasoning method in which the inference does not produce

indetermination. This method, called Membership Driven Inference (MDI), is applicable

when rules and premises may be expressed by combinations of sigmoid-like membership

functions. This family of membership functions includes approximations of trapezoidal,

S-, and Z-shaped membership functions. It is shown that MDI can be efficiently calculated

when the rules and premises are so-called squashing functions.

4.1 The compositional rule of inference and fuzzy truth

qualification

Let A, A∗ ∈ F (X) and B ∈ F (Y ) be fuzzy sets on the universes of discourse X and Y ,

where F is the set of all fuzzy sets. The compositional rule of inference (CRI) introduced
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by Zadeh [93] states that knowing A∗ and the rule ”IF A THEN B”, the conclusion

B∗ ∈ F (Y ) is calculated by means of the combination/projection principle of the form

B∗(y) =
∨

x∈X

{A∗(x) ∧ R(A(x), B(y))} , (4.1)

where R ⊂ IX × IY is a fuzzy relation. The behavior of the compositional rule of in-

ference has been intensively studied. Many authors investigated and compared various

conjunctions and implications in the CRI or generalized the original inference mecha-

nism [42, 66, 91, 34, 8, 53, 67, 17]. In this chapter the following modification is con-

sidered: substituting a t-norm for the min, and constraining the fuzzy relation to the

t-norm’s residual implication, i.e.

B∗(y) =
∨

x∈X

{A∗(x)△ (A(x) ⊲ B(y))} . (4.2)

This setting is the maximal solution regarding t-norms fulfilling the very natural

property called generalized modus ponens (i.e. if A∗ ≡ A then B∗ ≡ B). In the following

this reasoning scheme will be called generalized CRI.

Another approach to fuzzy reasoning has its roots in the theory of truth qualification,

introduced by Bellman and Zadeh [14]. In their model they generalized the notion of

boolean truth values to fuzzy truth values (FTV). Every statement is relatively (or locally)

true to another statement, according to the following equivalence:

”x is A is f -true” ⇔ ∃B, ”x is B” is true and µB = ϕ(µf , µA).

The membership function µf , i.e. the degree of truth of ”x is A” assuming that ”x is B”

is true, can be calculated by (according to the extension principle)

µB|A(u) =





∨
µA(x)=u

µB(x) if µ−1
A (u) 6= ∅

0 otherwise

FTV’s are fuzzy sets of the unit interval, or equivalently they can be considered as hedges

or unary operators.

Baldwin [10, 12, 11] and Tsukamoto [87] were the first to utilize the theory of fuzzy

truth values and proposed a reasoning mechanism based on it. The inference with fuzzy

truth values is performed by the following steps:

• The fuzzy truth value f(u) = µA∗|A(u) is calculated.

• The inference is done in truth-value space taking into account the t-norm △ and its

residual implication ⊲

g(v) =
∨

u

{f(u)△ (u ⊲ v)}

• Finally the conclusion is computed as

µB∗(y) = g(µB(y)).
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The second step of this algorithm can be interpreted [86, 48] as a mapping M⊲ : F →

F , where F is the set of fuzzy truth values:

M⊲(f)(v) = g(v) =
∨

u

{f(u)△ (u ⊲ v)} .

Note that in this formulation ⊲ is considered to be given instead of △, and △ is called

the modus ponens generating function associated with ⊲ (i.e. the t-norm whose residual

is ⊲). The following properties hold for M⊲, where f and g are fuzzy truth values, and

inclusion means pointwise order on the set of functions:

FTV1: M⊲(f) ⊇ f for all f ∈ F

FTV2: if f ⊆ g then M⊲(f) ⊆ M⊲(g)

FTV3: M⊲ ◦ M⊲ = M⊲

In fact, from the definition of M⊲ it also follows that

• for all t-norms △ and f ⊆ id s.t. f(0) = 0 and f(1) = 1, M⊲(f) ≡ id

• for all order-reversing f s.t. f(0) = 0 and f(1) = 1, M⊲(f) ≡ 1

The above elementary reasoning schemes, the generalized CRI and fuzzy truth quali-

fication based inference are proved to be equivalent [82].

4.2 The indetermination part of the conclusion

An elemental feature of CRI based reasoning is the so-called indetermination part of the

conclusion. It means that the membership values of the conclusion (i.e. B∗) are no less

than a non-zero constant. This phenomenon of CRI based reasoning appeared in the

literature under various names: level of indetermination [8], residual uncertainty [38],

level of uncertainty [88] or tail-effect [20].

Suppose the reasoning scheme is the generalized CRI. Mantaras and Godo [26] showed

that in this setting a non-zero level of indetermination is due to the incompatibility be-

tween the membership functions of the antecedent A and the input A∗. The incompat-

ibility occurs when a significant part of A∗ (where A∗(x) > 0) is not included in A, i.e.

there exists x ∈ X such that A∗(x) > 0 and A∗(x) > A(x). De Baets and Kerre [8]

did an extensive study on CRI-based reasoning with triangular fuzzy sets. One of their

results was that for nearly all combinations of fundamental t-norms and implications (not

only their residuals) the conclusions show a non-zero level of indetermination. They also

remark that inference rules with a low level of indetermination are preferred.

Under some special conditions the indetermination of the conclusion may appear even

if A∗ = A, as it shown by Turksen and Yao [88]. Moreover, Dubois and Prade [38]

proved that by using min-based CRI with Kleene-Dienes implication it may occur even if

A∗ ⊆ A. See Figure 4.1 for the appearance of the indetermination part in CRI for various

implication operators as fuzzy relations.

Chang et al. [20] studied min-based CRI reasoning with Gaines-Rescher implication.

They proposed a simple solution to avoid the indetermination of the conclusion in the dis-

crete case: change the zero membership values of A and A∗ to small positive values. This
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Figure 4.1: (a) The fuzzy sets A and A∗ (thick), (b)-(e) The fuzzy set B and the conclu-
sions B∗ (thick) using the sup-min composition and Goguen, Kleene-Dienes,  Lukasiewicz
and Reichenbach implications

way the meaning of the fuzzy sets does not change considerably, but the indetermination

vanishes. At this point it is important to point out that it is not enough to change all

zero membership values to a sufficiently small ε. In this case it remains, see Figure 4.2.

To avoid it, the membership functions have to be strictly monotone.

Since the generalized CRI is equivalent to fuzzy truth value based reasoning, the

indetermination part can also be observed in the latter case. A non-zero level of inde-

termination of B∗ emerges if the consequent fuzzy truth value f(0) > 0. For example,

from the two fuzzy truth values on Figure 4.3 the left one causes a non-zero level of

indetermination.

4.3 Logic vs. interpolative reasoning

There are many different axiom systems defining minimum requirements for an inference

mechanism. In the following two of the most well-known are revisited. It is assumed that

a rule with antecedent A and consequent B is given. Inference is denoted by →, a premise

is indicated by A∗ and resulting conclusion by B∗ (with or without subscripts).

• Baldwin and Pilsworth [12]

B1: B ⊆ B∗

B2: A′
1 ⊆ A′

2 ⇒ B′
1 ⊆ B′

2 (monotonicity)
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Figure 4.2: The indetermination level remains non-zero even if the fuzzy sets are ’raised’
by a constant ε
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Figure 4.3: Two fuzzy truth values, if applied to the conclusion the first one is causing a
non-zero level of indetermination

B3: n(A) → V (from ’not A’ nothing can be concluded)

B4: A∗ → B∗ ≡ n(B∗) → n(A∗) (the equivalence of modus ponens and modus

tollens)

• Fukami, Mizumoto and Tanaka [42]

F1: A → B (classical modus ponens property)

F2: very A → very B

F3: more or less A → more or less B

F4: n(A) → n(B) for a negation n

As it can be instantly seen some axioms are contradictory and the different axioms

systems can not be totally fulfilled simultaneously, e.g. B1 and F2. This is due to the

fact the two axiom systems represent two very different views on reasoning.

The axiom system of Baldwin and Pilsworth represents the logical view of reasoning.

In fact, in axiom B1 it states that the inferred value should never be more restrictive

than the rule’s consequent, i.e. from the premise ′very A∗ the inferred conclusion is ”B”

and not ”very B”. Such a rule is asymmetric in the sense that the conclusion is never

more precise than the rule’s consequent and if a premise does not fit at all the rule’s
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antecedent (axiom B3) then nothing can be concluded. These axioms suggest that the

relation between a rule’s antecedent and consequent is implicative. This is the way the

CRI and the FTV reasoning mechanisms work. In fact, there is a close correspondence

between axioms B1-B4 and properties FTV1-FTV3.

On the other hand the axiom system of Fukami et al. represents the interpolative view

of reasoning. These axioms express more than an implicative relation. They suggest the

use of gradual if-then rules, which relate the antecedent and the consequent in a functional

way. Such a rule is symmetric in the sense that no matter how the premise is related to

the rule antecedent (i.e. whether A∗ is ”more or less A” or ”very A”) this relationship

should also hold for the conclusion and the rule consequent.

There are two main differences between these views. The first is the treatment of

the more precise premise compared to a rule’s antecedent. The logic view does not

allow a more precise conclusion than the rule’s consequent. The second is that in the

logical setting the appearance of the level of indetermination is natural and necessary (for

arguments see [38]). On the contrary, in the interpolative view the indetermination of the

conclusion violates the functional relationship i.e. it should be avoided.

On one hand in this chapter we follow the interpolative view of reasoning i.e. consider

axioms F1-F4. On the other hand our starting point is the CRI reasoning scheme, which

obviously violates these axioms. From our point of view, in order to fulfill F1-F4 it is

necessary to avoid the non-zero level of indetermination. Our first aim is to generalize

the technique presented in [20] to non-discrete fuzzy sets.

4.4 Inference with sigmoid-like functions

From now on we will only consider fuzzy sets on the real interval.

Definition 4.1. Let ϕ : R → [0, 1] be a continuous and strictly monotone function. It is

called sigmoid-like if

lim
x→−∞

ϕ(x) = s, (4.3)

lim
x→+∞

ϕ(x) = 1 − s, (4.4)

where s ∈ {0, 1}.

We note that by definition sigmoid-like functions can be increasing or decreasing, and

because of the strict monotonicity they take values in ]0, 1[ for any finite x. Also, a

sigmoid-like function has a unique inverse function since it is a bijection. Examples for

sigmoid-like functions are the logistic function and the squashing function.

As it can be instantly seen, sigmoid-like functions are not fuzzy intervals since they

are not normal (i.e. for all finite x: ϕ(x) < 1). But, as it will be shown later, any fuzzy

interval can be arbitrarily approximated by proper combinations of sigmoid-like functions.

Let us introduce ν-sharpness. A sigmoid-like function A∗ is ν-sharper than A if

A(xν) = A∗(xν) = ν, A∗(x) < A(x) for all x < xν and A∗(x) > A(x) for all x > xν . It is

clear that if A∗ is ν-sharper than A then it is less fuzzy, so ν-sharpening is closely related

to fuzziness measures. We note that ν-sharpening is a generalization of the following
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definition of contrast intensification in hedge theory:

µInt(F ) =

{
2µ2

F (x) if µF (x) ≤ 0.5

1 − 2(1 − µF (x))2 otherwise

The indetermination part of the conclusion of CRI inference can be avoided by us-

ing sigmoid-like membership functions. Next the computation of the generalized CRI

reasoning scheme is shown regarding the three representative t-norms.

4.5 Closure properties of the generalized CRI with sigmoid-

like functions

In the following we will establish conditions under which the generalized CRI reason-

ing scheme with a continuous t-norm △ and its residual ⊲ is closed under sigmoid-like

functions. First we discuss sup-min composition with sigmoid-like functions.

Theorem 4.2. Let A, A∗, B be sigmoid-like fuzzy sets, and let the reasoning scheme be

the original CRI. Then B∗ can be calculated as follows.

If A and A∗ have the same type of monotonicity, i.e. both are strictly increasing or

decreasing, then

B∗(y) = B(y) ∨ A∗(A−1(B(y))) (4.5)

where A−1 is the (unique) inverse function of A, and B∗ is also a sigmoid-like function.

If A∗(x) = A′(x) for a negation ′ i.e. if the functions have different type of mono-

tonicity, then B∗(y) = 1, i.e. the conclusion is interpreted as unknown.

Proof. Let ⊲∧ denote the residual implication of the minimum operator, i.e.

⊲∧(x, y) =

{
1 if x ≤ y

y otherwise

The inference rule is

B∗(y) =
∨

x∈R

{A∗(x) ∧ (A(x)⊲∧B(y))}

=
∨

x:A(x)>B(y)

{A∗(x) ∧ B(y)} ∨
∨

x:A(x)≤B(y)

{A∗(x) ∧ 1} (4.6)

Suppose A and A∗ have the same type of monotonicity. There are two cases regarding

the first supremum. Either there exists x0 such that A(x0) > B(y) and A∗(x0) = B(y),

or not. In the latter case for all x : A(x) > B(y) the inequality A∗(x) > B(y) must also

hold due to the limit properties of A∗. In both cases

∨

x:A(x)>B(y)

{A∗(x) ∧ B(y)} = B(y), (4.7)

and so

B∗(y) = B(y) ∨
∨

x:A(x)≤B(y)

A∗(x). (4.8)
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Since A∗(x) takes its maximum at x = A−1(B(y)) under the restriction A(x) ≤ B(y),

B∗(y) = B(y) ∨ A∗(A−1(B(y))). (4.9)

Now suppose A∗(x) = A′(x). Then

∨

x:A(x)≤B(y)

A∗(x) = 1

so due to the maximum in (4.6), B(y) = 1 for all y.

In the above Theorem both A and A∗ are sigmoid-like functions, and so let D denote

the union of open intervals where A∗(x) > A(x). If x ∈ D then the conclusion is B∗(y) =

A∗(A−1(B(y))), otherwise B∗(y) = B(y).

Corollary 4.3. Three special cases of Theorem 4.2 are:

• If A∗(x) > A(x) for all x then A∗(A−1(x)) > x and so B∗(y) = A∗(A−1(B(y))) for

all y.

• If A∗(x) ≤ A(x) for all x then A∗(A−1(x)) ≤ x and so B∗(y) = B(y) for all y.

• If A∗ is ν-sharper than A (or vice versa) then B∗(y) has two parts divided by A−1(ν)

and can be calculated according to the previous two cases.

The case A∗(x) > A(x) for all x stands for the weakening of A, i.e. here A∗ has

the meaning ”more or less A”. Similarly, the case A∗(x) < A(x) for all x stands for

the strengthening of A, i.e. ”very A”. The ν-sharpening of A can be thought of as a

precisiation of A. See Fig. 4.4 for the illustration of the inference mechanism for three

typical settings.

A similar closure theorem holds regarding the product t-norm and its residual in the

generalized CRI reasoning scheme with sigmoid-like functions, however its calculation can

not be simplified as in the previous case.

Theorem 4.4. Let A, A∗, B be sigmoid-like fuzzy sets, and let the reasoning scheme be

the generalized CRI with the product t-norm and its residual, the Goguen implication.

Then B∗ can be calculated as follows.

If A and A∗ have the same type of monotonicity then

B∗(y) = B(y) ·
∨

x:A(x)≥B(y)
{A∗(x)/A(x)}, (4.10)

where B∗ is also a sigmoid-like function.

If A∗(x) = A′(x) for a negation ′, then B∗(y) = 1.

Proof. From the CRI we have

B∗(y) =
∨

x:A(x)≤B(y)

A∗(x) ∨
∨

x:A(x)>B(y)

{A∗(x) · B(y)/A(x)} (4.11)

= A∗(A−1(B(y))) ∨
∨

x:A(x)>B(y)

{A∗(x) · B(y)/A(x)} (4.12)
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Figure 4.4: The min-based CRI reasoning scheme with sigmoid-like functions. On the
left the antecedent A and the input A∗ (thick). On the right the conclusion B and the
output B∗ (thick)
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Suppose A and A∗ have the same type of monotonicity, then A∗ takes its maximum value

at xA where A(xA) = B(y). So the two terms in the maximum can be unified to

B∗(y) =
∨

x:A(x)≥B(y)

{A∗(x)/A(x) · B(y)}. (4.13)

We show that B∗ is indeed sigmoid-like. Its continuity is trivial. In the limit case

B(y) → 1, the supremum of the quotient tends to 1, and in case B(y) → 0, the supremum

of the quotient tends to a constant greater than one. To show strict monotonicity the

following are needed. Let

F (w) =
∨

x:A(x)≥w

{A∗(x)/A(x)}, w ∈ (0, 1) (4.14)

so B∗(y) = B(y) · F (B(y)). The function F is non-increasing and has a lower bound 1

(since in the limit A∗ = A), and has a strict upper bound 1/w. If F (B(y)) = 1 then it

can not decrease further, and from the strict monotonicity of B, follows of B∗.

In case F (B(y)) > 1, suppose B(y0) is increased to B(y1) = c · B(y0), with c > 1.

First we show that

1/c · F (B(y0)) < F (B(y1)). (4.15)

Let us denote

x0 = argx F (B(y0)) and x1 = argx F (B(y1)).

If x0 = x1 then F (B(y0)) = F (B(y1)) and (4.15) holds. Otherwise, there are two similar

cases, i.e. when both A and A∗ are increasing or decreasing. We consider only the first

case, then x0 < x1. From the strict monotonicity of A∗, A∗(x0) < A∗(x1). Because B(y)

is increased by the factor c, and by the constraint in the supremum in F , A(x1) ≥ c·A(x0).

So

1/c · F (B(y0)) = 1/c · A∗(x0)/A(x0)

< 1/c · A∗(x1)/A(x0) ≤ A∗(x1)/A(x1) = F (B(y1))
(4.16)

And so the strict monotonicity of B∗ follows because

B(y1) · F (B(y1)) > B(y1) · 1/c · F (B(y0)) (4.17)

B∗(y1) > cB(y0) · 1/c · F (B(y0)) = B∗(y0). (4.18)

The proof of the second case is similar to that of Theorem 4.2.

Remark 4.5. Due to the lower bound on F , B∗ is no less than B, i.e. B ⊆ B∗.

The case of  Lukasiewicz t-norm based CRI is different from the previous two, because

even in case of A and A∗ have same type of monotonicity, the sigmoid-like form of B∗ is

not guaranteed.

Theorem 4.6. Let A, A∗, B be sigmoid-like fuzzy sets, and let the reasoning scheme be the

generalized CRI with the  Lukasiewicz t-norm and its residual. Then B∗ can be calculated

as follows.
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If A and A∗ have the same type of monotonicity then

B∗(y) = B(y) +
∨

x:A(x)≥B(y)

{A∗(x) − A(x)}. (4.19)

Here B∗ is a sigmoid-like function if and only if A∗ ⊆ A.

If A∗(x) = A′(x) for a strict negation then B∗(y) = 1.

Proof. The conclusion B∗ is

B∗(y) =
∨

x

{0 ∨ (A∗(x) + (1 ∧ (1 − A(x) + B(y))) − 1)}

=
∨

x:A(x)≤B(y)

A∗(x) ∨
∨

x:A(x)>B(y)

{0 ∨ (A∗(x) − A(x) + B(y))}

= A∗(A−1(B(y))) ∨


B(y) +

∨

x:A(x)>B(y)

{A∗(x) − A(x)}


 .

Similarly to the proof of Theorem 4.4 the two terms can be unified, so

B∗(y) = B(y) +
∨

x:A(x)≥B(y)

{A∗(x) − A(x)}.

In case A∗ * A i.e. if there exists x0 s.t. A∗(x0) > A(x0) then in case B(y) → 0

lim
B(y)→0

∨

x:A(x)≥B(y)

{A∗(x) − A(x)} =
∨

x:A(x)≥0

{A∗(x) − A(x)} > 0 (4.20)

and so B∗ is non-zero, i.e. it is not sigmoid-like. If A∗ ⊆ A then

∨

x:A(x)≥B(y)

{A∗(x) − A(x)} = 0, (4.21)

since in the limit the values of A and A∗ are equal, and so B∗ is indeed sigmoid-like.

The proof of the second case is similar to that of Theorem 4.2.

Equation (4.20) shows, that the use of the  Lukasiewicz t-norm introduced a non-zero

indetermination level of the conclusion B∗ if A∗ * A. In this case

B∗(y) ≥
∨

x

{A∗(x) − A(x)} for all y ∈ Y. (4.22)

Clearly, the previous Theorems are also valid regarding respective isomorphic t-norms

to the minimum, the product and the  Lukasiewicz t-norm. In case of the minimum,

it is easy to see, since it is only isomorph to itself. In the other cases, i.e. regard-

ing Archimedean t-norms, a strictly increasing bijection transformation of the generator

function does not change the assertions of the proofs. Regarding ordinal sums, the pre-

vious Theorems can be applied for each t-norm summand separately. Based on these

considerations, the following Theorem holds.

Theorem 4.7. Let △ be an arbitrary ordinal sum of a family of continuous t-norms, ⊲
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(b) A∗ is the ν-sharpening of A

Figure 4.5: The  Lukasiewicz t-norm based CRI reasoning scheme with sigmoid-like func-
tions. On the left the antecedent A and the input A∗ (thick). On the right the conclusion
B and the output B∗ (thick)

its residual. Let A,A∗ and B be sigmoid-like functions. Let

B∗(y) =
∨

x∈X

{A∗(x)△ (A(x)⊲B(y))} .

If A and A∗ are both increasing or decreasing, then B∗ is sigmoid-like if all summands

of △ are either the minimum or strict. If additionally A∗ ⊆ A then B∗ is sigmoid like

for all continuous ordinal sums △. If A and A∗ have different type of monotonicity then

B∗ ≡ 1.

To sum up, the  Lukasiewicz t-norm based generalized CRI is closed under sigmoid-like

functions only if A∗ ⊆ A, since in this case B∗ ≡ B. In the general case, it introduces

a non-zero level of indetermination of the conclusion. Using the product t-norm, the

conclusion is sigmoid-like, but to perform the inference the calculation of a pointwise

supremum is required, which makes it inefficient in the general case. The min-based CRI

is also closed under sigmoid-like functions and moreover its calculation is simple, too.

Regarding these properties, from the above three representative variants of logic based

reasoning, the min-based CRI fits best to sigmoid-like functions.
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4.6 The Membership Driven Inference

The above discussed generalized CRI reasoning schemes on sigmoid-like functions repre-

sent the logic view of reasoning and fulfill axioms B1-B4. From the three representative

t-norms, the minimum proved to be the most useful. In order to get a reasoning scheme

which satisfies axioms F1-F4 (which can serve as the basis for the interpolative view)

instead of B1-B4, only a slight modification of Eq. 4.5 is required. The reasoning scheme

of Theorem 4.2 is asymmetric due to the maximum operation and the term B(y). By

leaving them we get a new reasoning mechanism.

Definition 4.8. Let the Membership Driven Inference (MDI) reasoning scheme be

B∗ = A∗ ◦ A−1 ◦ B, (4.23)

where A and B are the antecedent and the consequent of a rule, A∗ is the input and B∗

is the output of the rule.

This reasoning scheme is simple, and like Eq. 4.5 it is interesting from the point of view

that it depends only on the sigmoid-like membership functions of A, A∗ and B. It does

not contain explicitly any conjunctive, implicative or other operation, nor any similarity

or distance measure. Although, MDI originates from the min-based generalized CRI it

can also be regarded as a modified FTV reasoning where the mapping MI responsible

for the inference in truth value space is the identity. We remark here that there exists

no t-norm for which MI ≡ id, hence the MDI is not a special case of the FTV reasoning

scheme.

As the following Theorem shows the MDI is simple yet powerful and represents the

similarity view of reasoning.

Theorem 4.9. Let the reasoning mechanism be the Membership Driven Inference B∗ =

A∗ ◦ A−1 ◦ B, where A, A∗ and B are sigmoid-like functions. It fulfills the following

properties:

i) If A∗ = A then B∗ = B (generalized modus ponens)

ii) If B∗ = ′ ◦ B then A∗ = ′ ◦ A for any negation ′ (generalized modus tollens)

iii) If C∗ = B∗ ◦ B−1 ◦ C then C∗ = A∗ ◦ A−1 ◦ C (generalized chain rule)

A more general rule is valid, covering the first two cases:

iv) For any unary operator f , A∗ = f ◦A if and only if B∗ = f ◦B. Note that with the

proper f function this case involves the ν-sharpening of A, too.

Moreover, let alone sigmoid-like functions, for any A and B, A∗ ≡ 0 i.e. undefined if and

only if B∗ ≡ 0, and A∗ ≡ 1 i.e. unknown if and only if B∗ ≡ 1.

Proof. Immediate by substitutions.

We remark that the problem of fuzzy abduction [59] is also fulfilled by the MDI

reasoning scheme: in case B∗ is given, and A∗ is unknown, then it is easy to see that

A∗ = B∗ ◦ B−1 ◦ A.
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The properties in the above Theorem are in correspondence to the axioms F1-F4.

Property (i) refers to F1 and property (iv) with different f unary operators refers to

F2-F4:

• f ⊂ id ∼ F2

• f ⊃ id ∼ F3

• for any f negation ∼ F4

Strictly speaking, this inference mechanism is not equivalent to the generalized CRI

reasoning scheme of Zadeh (due to different fulfilled axioms), nor to similarity based

reasoning (due to the lack of similarity measure). And since A∗(A−1(x)) can be treated

as an unary operator (a truth-function) or as some kind of (non-commutative) similitude

between A and A∗ (a ”linguistically represented similarity” as it is remarked in [89]), this

reasoning scheme can be positioned in between the generalized CRI and the similarity

based reasoning schemes.

4.7 Efficient computation of the MDI reasoning scheme

The concept of sigmoid-like functions were fundamental in previous sections. However, its

definition is too general for practical use, because it even allows the use of non-analytical

functions, of which the calculation of the inverse can be inefficient. This wide range

of applicable functions could be narrowed in many ways. We argue that the squashing

function is a good choice for representing membership functions, for the following reasons.

The squashing function is a strictly monotone approximation of piecewise-linear S-, or Z-

shaped functions, which appear frequently in literature. For example Hellendoorn [51]

refers to them as ”increasing and decreasing fuzzy numbers”. Its advantages are the

analytical form and the continuous derivative. By proper constructions, any piecewise-

linear fuzzy set can be approximated by a summation of squashing functions.

The following theorem shows that calculations of the MDI reasoning scheme is sim-

ple with squashing membership functions and the calculations can be performed on the

parameters.

Theorem 4.10. Let the inference mechanism be the Membership Driven Inference

B∗(y) = A∗(A−1(B(y))).

If all membership functions are squashing functions, i.e. if

A(x) = S(x; β, a, δa)

A∗(x) = S(x; β, a∗, δa∗)

B(x) = S(x; β, b, δb)

then B∗(x) = S(x; β, b∗, δb∗), where

b∗ = b +
δb

δa
(a∗ − a) δb∗ =

δbδa∗

δa
(4.24)
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Proof. The inverse of A is δaS
−1(x; β) + a, so

B∗(x) = A∗(A−1(B(x))) = S((δa/δb(x − b) + a − a∗)/δa∗ ; β)

= S

(
δa

δa∗δb

(
x −

(
b +

δb

δa
(a∗ − a)

))
; β

)

= S

(
x; β, b +

δb

δa
(a∗ − a),

δa∗δb

δa

)

0

0.2
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Figure 4.6: An example for MDI reasoning with squashing functions. On the left are
the antecedent A(x) = S(x; 16, 1, 1) and the input A∗(x) = S(x; 16, 3/4, 3) (thick), on
the right the conclusion B(x) = S(x;−16, 3, 2) and the output B∗(x) = S(x;−16, 7/2, 6)
(thick)

Trapezoidal fuzzy intervals are special piecewise-linear fuzzy sets on the real line.

Alternatively to their common, case-based definitions, they can be defined in the following

way, too:

Π(x; aL, δL, aR, δR) = [(x − aL)/δL] − [(x − aR)/δR],

where aL and aR are the centers and δL, δR are the widths of the left and right spreads.

In order to preserve the trapezoidal or triangular shape the following inequality must

hold: aL + δL/2 ≤ aR − δR. These Π-functions can be approximated by the following

construction of squashing functions

AΠ(x; aL, δL, aR, δR, β) = S(x; β, aL, δL) − S(x; β, aR, δR). (4.25)

Reasoning with approximated trapezoidal fuzzy sets can also be done symbolically.

In this case, similarly to LR fuzzy intervals, the calculations must be done independently

for the left and right hand sides, and the result is a recombination of them.

Theorem 4.11. Let the inference mechanism be the Membership Driven Inference

B∗(y) = A∗(A−1(B(y))).

Suppose β > 0 and finite. If all fuzzy sets are trapezoidal fuzzy intervals approximated by

squashing functions, i.e. if

A(x) = AΠ(x; β, aL, δL
a , aR, δR

a )
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Figure 4.7: An example for MDI reasoning with squashing trapezoidals.

A∗(x) = AΠ(x; β, a∗L, δL
a∗ , a∗R, δR

a∗)

B(x) = AΠ(x; β, bL, δL
b , bR, δR

b )

then B∗(x) = AΠ(x; β, b∗L, δL
b∗ , b

∗
R, δR

b∗), where

b∗L = bL +
δL
b

δL
a

(a∗L − aL) δL
b∗ =

δL
b δL

a∗

δL
a

(4.26)

b∗R = bR +
δR
b

δR
a

(a∗R − aR) δR
b∗ =

δR
b δR

a∗

δR
a

(4.27)

Remark 4.12. In certain settings, the conclusion may not be an approximated trapezoidal

or triangular fuzzy interval, i.e. the inequality b∗L + δL
b∗/2 ≤ b∗R − δR

b∗/2 may not hold. In

such cases the conclusion may be considered undefined.

4.8 Summary

In the first part of this chapter we have investigated two fundamental approaches to ap-

proximate reasoning, the compositional rule of inference and the fuzzy truth values based

reasoning. They are common in the sense that the so-called indetermination of the con-

clusion appears in both models. We have argued that this phenomenon is acceptable only

in the logic view of reasoning, and so it should be avoided regarding the similarity based

view. Sigmoid-like membership functions were introduced to avoid the indetermination

of the conclusion. The generalized CRI reasoning scheme was investigated for all three

representative t-norms. Only the  Lukasiewicz t-norm based CRI scheme is not closed

under sigmoid-like functions and from all three, the minimum is the best regarding com-

plexity. The Membership Driven Inference was introduced by modifying the min-based

CRI on sigmoid-like functions in order to get a simple yet powerful reasoning scheme. It

was shown that it has a series of good properties, it fulfills the generalized modus ponens,

the generalized modus tollens, the generalized chain rule, and more.

In the second part we have focused on the efficient computation of the MDI reasoning

scheme. The class of squashing functions is revisited. This class of membership functions
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can arbitrarily approximate piecewise-linear fuzzy sets. Moreover, we have shown that

by using squashing membership functions, the MDI reasoning scheme can be calculated

on the parameters of the memberships instead of a pointwise computation. This efficient

calculation of a rule’s output can be applied to approximated trapezoidal and triangular

fuzzy intervals, too, by an LR decomposition of them.
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Chapter 5

Calculations of operations on

fuzzy truth values

The concept of fuzzy truth values (FTVs) was introduced by Bellman and Zadeh [14].

According to their interpretation, every statement (A) can be regarded as relatively (lo-

cally) true to another statement (B). The degree of truth f of ”x is A” assuming that

”x is B” is true can be calculated by applying the extension principle. The theory of

fuzzy truth values had many applications, mainly in the field of approximate reason-

ing [37, 10, 12, 11, 87, 48]. Fuzzy truth values are the next level of generalization of

truth values following classical two-valued, type-1 and interval-valued fuzzy logic. Al-

though every level allowed a more subtle representation of truth, and induced various

interpretations, they required more and more complex computations.

In recent years, the popularity of type-2 fuzzy sets has been rapidly increasing. Type-2

fuzzy systems show promising results in outperforming type-1 fuzzy systems. Nowadays

only interval-valued fuzzy systems are used instead of fully type-2 ones, mainly because of

efficiency reasons. For example, the calculation of the conjunction of interval-valued fuzzy

sets is far less complex that of general type-2 fuzzy sets. The main bottleneck of type-2

fuzzy systems is the computational complexity of set-operations, like logical operations,

type-reduction or defuzzification. A consequence of the strong connection between type-2

fuzzy sets and fuzzy truth values is that the results on the latter can be interpreted in

both.

In this chapter we show formulas with low computational complexity for logical op-

erations on specific classes of non interval-valued fuzzy truth values. Our goal is not

to approximate the resultant fuzzy truth value (e.g. a conjunction of two) with simple

functions, but to give explicit, pointwise formulas for efficient calculations. The results

can be directly applied to type-2 fuzzy systems and to reasoning systems based on fuzzy

truth values.

5.1 Preliminaries

Definition 5.1. Fuzzy truth values are mappings of I onto itself. The set of fuzzy truth

values is denoted by F .

Fuzzy truth values have many interpretations. They can be used as fuzzy truth-qual-

ifications, modifier functions, fuzzy quantifiers and many more. The classical example of
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the use of fuzzy truth values interpreted as truth-qualifications is the following. Suppose

two truth-qualified facts

(x is A) is f ,

(y is B) is g,

where A, B are fuzzy sets, and f, g ∈ F are truth-qualifications. The conjunction and the

disjunction of these facts are the truth-qualified compound statements

((x is A) and (y is B)) is f N g,

((x is A) or (y is B)) is f H g.

where f N g and f H g are compound truth-qualifications, and N and H are operations

on truth-qualifications, meaning the conjunction and disjunction of them. For example,

suppose the facts ’John is tall’ is fairly true, and ’John is strong’ is very true. The

compound statement ’John is tall and strong’ is then qualified by the conjunction of

’fairly true’ and ’very true’.

Mizumoto and Tanaka [64, 65] and Baldwin and Guild [10, 11] were the first who

tackled the problem of calculating compound fuzzy truth values. They considered the

following formulas – derived directly from Zadeh’s extension principle – for the conjunction

and the disjunction of fuzzy truth values

(f ⊓ g)(z) =
∨

z=x∧y

(f(x) ∧ g(y)) , (5.1)

(f ⊔ g)(z) =
∨

z=x∨y

(f(x) ∧ g(y)) . (5.2)

In fact, these are the extended minimum and maximum operations on the set of fuzzy

truth values. In recent type-2 fuzzy logic literature they are referred as meet and join.

Baldwin and Guild proposed pointwise formulas for their calculations:

f ⊓ g = (f ∧ gR) ∨ (fR ∧ g), (5.3)

f ⊔ g = (f ∧ gL) ∨ (fL ∧ g), (5.4)

where the unary operations R and L have the following definitions.

Definition 5.2. For all fuzzy truth values f let

fR(x) =
∨

y≥x

f(y) and fL(x) =
∨

y≤x

f(y). (5.5)

Note, that fL and fR are monotonic functions (see fig. 5.1), and that fLR =
(
fL
)R

=(
fR
)L

is a constant function which takes the supremum of f .

The algebraic properties of the operations ⊓ and ⊔ (especially on normal and convex

fuzzy truth values) are thoroughly investigated by Walker and Walker [90].

The above operations, i.e. (5.1) and (5.2) inherently assume the non-interactivity

of their arguments. This non-interactivity is represented by the t-norm ∧ inside the

supremum between f(x) and g(y). Non-interactivity is a similar notion to independence

in probability theory, it means that the fuzzy truth values in question have no effect on

each other. Interactivity is usually modeled by a t-norm.
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Figure 5.1: The fuzzy truth values fR and fL (thick lines)

Godo et al. [48] were the first who considered operations on interactive fuzzy truth

values, and generalized the formulas of conjunction and disjunction. Instead of extended

min and max they extended an arbitrary t-norm △ and a t-conorm ▽, which also served

to realize interactivity in their setting:

(f N g)(z) =
∨

z=x△ y

(f(x)△ g(y)) , (5.6)

(f H g)(z) =
∨

z=x▽ y

(f(x)△ g(y)) . (5.7)

There can be two other definitions for the disjunction. Instead of the extension principle,

these are based on the De Morgan identity between △ and ▽ assuming different negation

operations.

(f H2 g)(z) =
∧

z=x▽ y

(f(x)▽ g(y)) , (5.8)

(f H3 g)(z) =
∧

z=x△ y

(f(x)▽ g(y)) . (5.9)

The three disjunctions (eqs. (5.7)–(5.9)) are implied by the following three possible defi-

nitions of a negated fuzzy truth value:

• f∗
1 (x) = f(x′) (e.g. fairly true – fairly false)

• f∗
2 (x) = (f(x′))′ (e.g. fairly true – very true)

• f∗
3 (x) = (f(x))′ (e.g. fairly true – very false)

where ′ denotes a strong negation on I (see fig. 5.2).

In this chapter, according to the extension principle and analogously to Walker and

Walker [90] and Godo et al. [48], but generalizing their definitions, we will consider the

conjunction, the disjunction, and the negation of fuzzy truth values as convolutions of the

t-norm △1, t-conorm ▽ and negation ′ with respect to the t-norms △, △2 and ∨. The

next definition is fundamental, we will refer to it often.
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Figure 5.2: Results of different negations on fairly true.

Definition 5.3. Let f, g ∈ F be fuzzy truth values, △, △1 and △2 t-norms, ▽ a t-

conorm, and ′ a strong negation. The conjunction and disjunction of fuzzy truth values

are functions F × F → F :

(f N g)(z) =
∨

z=x△1 y

(f(x)△2 g(y)) ,

(f H g)(z) =
∨

z=x▽ y

(f(x)△ g(y)) .

The negation of a fuzzy truth value is a function F → F :

f∗(z) =
∨

z=y′

f(y) = f(z′). (5.10)

For specific operations we will use indexes on N and H. For example, the extended

product operation between non-interactive fuzzy truth values will be denoted by N∧
P , i.e.

(f N
∧
P g)(z) =

∨

z=xy

(f(x) ∧ g(y)) .

Analogously to P , W will denote the  Lukasiewicz operations. Clearly, the operations ⊓

(meet) and ⊔ (join) could alternatively be denoted by N∧
∧ and H∧

∨.

Note, that the above definitions are generalizations of (5.6) and (5.7), and that the

negation of a fuzzy truth value f defined as the unary convolution of ′ w.r.t. ∨ coincides

with f∗
1 . We will use the terms strict conjunction (disjunction) and nilpotent conjunc-

tion (disjunction) for the convolutions with strict/nilpotent t-norm △1 and t-conorm ▽,

independently of △2, i.e. the interactivity between them.

Godo et al. have shown properties of the conjunction N, in the special case △1 = △2,

for fuzzy truth values of the form

hµ(x) =

{
(x/µ) ∧ 1, if µ 6= 0,

0, otherwise.

Proposition 5.4 (Godo et al. [48]). If △ = △1 = △2, the following hold for the con-

junction N:

• it is commutative and associative,

• hµ N hν ≥ hµ ∨ hν ,
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• hµ ⊓hν = hµ ∨ hν = hµ∧ν .

It is easy to see that by duality, the operation H also satisfies

• commutativity and associativity,

• hµ H hν ≤ hµ ∧ hν ,

• hµ ⊔hν = hµ ∧ hν = hµ∨ν .

Definition 5.5. Fuzzy truth values are mappings of I onto itself. The set of fuzzy truth

values is denoted by F .

We remark, that this definition of fuzzy truth values can be generalized in many ways

(for example by considering a lattice instead of I), but we will use the above.

For a fuzzy truth value f let

fR(x) =
∨

y≥x

f(y) and fL(x) =
∨

y≤x

f(y).

Note, that
(
fL
)R

=
(
fR
)L

= fLR is a constant function which takes the supremum of f

everywhere. The following hold for all f, g ∈ F (≤ is a pointwise relation).

1. f ≤ fR; f ≤ fL.

2. (f ∧ g)R ≤ fR ∧ gR; (f ∧ g)L ≤ fL ∧ gL.

3. (f ∨ g)R = fR ∨ gR; (f ∨ g)L = fL ∨ gL.

Definition 5.6. A fuzzy truth value f ∈ F is

1. left-maximal (resp. right-maximal) if fL = fLR (resp. fR = fLR).

2. normal if fLR is the constant function 1. The set of normal fuzzy truth values is

denoted by FN .

3. convex if for all x ≤ y ≤ z, f(x) ∧ f(z) ≤ f(y), or equivalently if f = fL ∧ fR

(see [90]). The set of convex fuzzy truth values is denoted by FC .

4. an interval if it is the characteristic function of a closed subinterval of I. The set

of interval fuzzy truth values is denoted by FI .

5. monotone increasing if and only if fL = f , and monotone decreasing if and only if

fR = f . These sets of fuzzy truth values will be denoted by F+ and F−, respectively.

Note, that there are further conditions of normality which are equivalent to the def-

inition. For example, f ∈ FN if and only if fR(0) = 1 (or fL(1) = 1), because fR(0) is

the supremum of f over the real unit interval.

Two special fuzzy truth values are the following.

0(x) =

{
1 if x = 0,

0 otherwise,
1(x) =

{
1 if x = 1,

0 otherwise.
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According to Zadeh’s extension principle, a two-place function ◦ : I × I → I can be

extended to • : F×F → F by the convolution of ◦ with respect to ∧ and ∨. Let f, g ∈ F ,

then

(f • g)(z) =
∨

z=x ◦ y

(f(x) ∧ g(y)) .

We suppose non-interactivity, i.e. ∧ is not generalized to a t-norm.

A unary function, such as a strong negation ′ on I extended on the set of fuzzy truth

values has the following definition:

f∗(x) =
∨

x=y′

f(y) = f(x′).

In particular, if ◦ is a t-norm △ or a t-conorm ▽, its extension is called a type-2

t-norm or t-conorm. We have the following definitions for type-2 t-norms and t-conorms.

Definition 5.7. Let △ and ▽ be a t-norm and a t-conorm, then their extensions N and

H are defined as follows.

(f N g)(z) =
∨

z=x△ y

(f(x) ∧ g(y)) ,

(f H g)(z) =
∨

z=x▽ y

(f(x) ∧ g(y)) .

The following properties hold for these operations (for a more comprehensive list

see [90]):

1. both are commutative and associative.

2. (f N g)L = fL N gL; (f H g)L = fL H gL.

3. f N1 = f ; f H0 = f for all f ∈ F .

4. 1H1 = 1; 0N0 = 0.

Here we prove only the first equality of item 4. Let z = 1, then

(1H1)(1) =
∨

1=x▽ y

(1(x) ∧ 1(y)) = (1(1) ∧ 1(1)) ∨
∨

1=x▽ y

(1(x) ∧ 1(y)) ,

which clearly equals to 1, since 1(1) ∧ 1(1) = 1. For all z < 1,

(1H1)(z) =
∨

1>z=x▽ y

(1(x) ∧ 1(y)) .

This subset of (x, y) pairs clearly does not contain (1, 1) (because it would imply z = 1),

so x or y is strictly less than 1, i.e. 1(x) or 1(y) is zero, which implies that their minimum

is always 0.

The extended minimum and maximum (usually referred as meet and join) are funda-

mental operations on fuzzy truth values. These operations and their pointwise expressions
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are

(f ⊓ g)(z) =
∨

z=x∧y
(f(x) ∧ g(y)) =

((
f ∧ gR

)
∨
(
fR ∧ g

))
(z),

(f ⊔ g)(z) =
∨

z=x∨y
(f(x) ∧ g(y)) =

((
f ∧ gL

)
∨
(
fL ∧ g

))
(z).

These operations define two partial orders ⊑ and 4 on F . In particular, let

f ⊑ g if and only if f ⊓ g = f,

f 4 g if and only if f ⊔ g = g.

On the basis of the above, we will consider the algebra F = (F ,⊓,⊔, N, H,∗ ,0,1,⊑, 4)

equipped with an implicative operation. This algebra is very general, it has many sub-

algebras with interesting and important properties. The subalgebra FCN of F (where

FCN = (FCN ,⊓,⊔, N, H,∗ ,0,1,⊑, 4) i.e. the algebra of convex normal fuzzy truth val-

ues) is of special importance. In FCN , the distributive and absorption laws hold for ⊓

and ⊔ (see [65]), i.e. for all f, g, h ∈ FCN ,

f ⊔ (g ⊓h) = (f ⊔ g)⊓ (f ⊔h); f ⊓ (g ⊔h) = (f ⊓ g)⊔ (f ⊓h),

f ⊔ (f ⊓ g) = f ⊓ (f ⊔ g) = f.

As a consequence, in FCN the partial orders ⊑ and 4 coincide, it is a bounded maximal

lattice in F (maximal among lattices containing an isomorph subalgebra to I), and a

De Morgan algebra. It is also complete, i.e. the operations ⊓ and ⊔ can be naturally

extended to infinite operands since they are associative.

5.2 Extended operations on continuous fuzzy truth values

In [90] the authors show a pointwise expression similar to (5.3) and (5.4) for the extended

minimum and maximum in case of product-interactive fuzzy truth values.

Theorem 5.8 (Walker [90]). If △1 = ∧, ▽ = ∨, and △2 is the product, then the following

hold for all f, g ∈ F :

(
f NP

∧ g
)

(z) =
∨

z=x∧y

(f(x)g(y)) =
((

fRg
)
∨
(
fgR

))
(z),

(
f HP

∨ g
)

(z) =
∨

z=x∨y

(f(x)g(y)) =
((

fLg
)
∨
(
fgL

))
(z).

Since any strict t-norm is isomorphic to the product, the theorem applies to all strict

t-norms as well. It is easy to see, that theorem 5.8 also holds for the  Lukasiewicz t-norm

instead of the product. So the next theorem generalizes the results of [10, 11, 90].

Theorem 5.9. If △1 = ∧, ▽ = ∨, and △2 = △ is an arbitrary continuous and
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Archimedean t-norm, then the following hold for all f, g ∈ F :

(f N∧ g) (z) =
∨

z=x∧y

(f(x)△ g(y)) =
((

fR △ g
)
∨
(
f △ gR

))
(z),

(f H∨ g) (z) =
∨

z=x∨y

(f(x)△ g(y)) =
((

fL △ g
)
∨
(
f △ gL

))
(z).

(5.11)

Proof. Let f, g ∈ F .

(f N∧ g) (z) =
∨

z=x∧y

(f(x)△ g(y))

=



∨

z=x
y≥z

(f(x)△ g(y))


 ∨



∨

z=y
x≥z

(f(x)△ g(y))




=


f(z)△



∨

y≥z

g(y)




 ∨





∨

x≥z

f(x)


 △ g(z)




=
(
f(z)△ gR(z)

)
∨
(
fR(z)△ g(z)

)
.

The disjunction can be proved analogously.

This theorem covers the extended minimum and maximum operators in case of △-

interactivity, where △ is an arbitrary continuous and Archimedean t-norm. From now

on, we restrict our investigations to extensions of continuous and Archimedean t-norms

and t-conorms. The following theorems show transformations of the convolutions of Def-

inition 5.3 and serve as a basis for computational simplifications.

Theorem 5.10. If △1 and △2 are t-norms, s.t. △1 is continuous and Archimedean, then

the following hold for all f, g ∈ F . For z > 0:

(f N g ) (z) =
∨

x≥z

(f(x)△2 g(x⊲1z)) =
∨

y≥z

(f(y ⊲1z)△2 g(y)) . (5.12)

If △1 is strict then for z = 0:

(f N g ) (0) =
(
f(0)△2 gR(0)

)
∨
(
fR(0)△2 g(0)

)
, (5.13)

and if △1 is nilpotent then for z = 0:

(f N g ) (0) =
∨

x

(
f(x)△2 gL(x′)

)
=
∨

y

(
fL(y′)△2 g(y)

)
, (5.14)

where ⊲1 denotes the residual implication of △1, and x′ = (x⊲1 0) is the strong negation

corresponding to ⊲1.

Proof. Continuous and Archimedean t-norms have a generator functional form, so let

x△1 y = ϕ−1 {ϕ(0) ∧ (ϕ(x) + ϕ(y))} ,

where ϕ : [0, 1] → [0,∞] is a strictly decreasing and continuous function with ϕ(1) = 0.
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So, by definition

(f N g ) (z) =
∨

ϕ(z)=(ϕ(x)+ϕ(y))∧ϕ(0)

(f(x)△2 g(y)) .

By supposing z > 0, i.e. ϕ(z) < ϕ(0), the constraint is ϕ(z) = ϕ(x) + ϕ(y). This implies

ϕ(x) ≤ ϕ(z), i.e. x ≥ z, since ϕ is non-negative and strictly decreasing. Furthermore,

y = ϕ−1(ϕ(z) −ϕ(x)) = x⊲1 z, where ⊲1 is the residual implication of △1. Analogously,

y ≥ z, and x = ϕ−1(ϕ(z) − ϕ(y)) = y ⊲1 z. So in case z > 0 we have

(f N g ) (z) =
∨

x≥z

(f(x)△2 g(x⊲1 z)) =
∨

y≥z

(f(y ⊲1 z)△2 g(y)) .

Suppose z = 0 and △1 is strict. Since x△1 y = 0 if and only if x∧y = 0, Theorem 5.9

can be applied with z = 0.

Now, suppose z = 0 and △1 is nilpotent. In this case x△1 y = 0 if and only if

y ≤ (x⊲1 0) = x′, thus we have

(f N g ) (0) =
∨

x∈[0,1]

y≤x′

(f(x)△2 g(y)) =
∨

x


f(x)△2

∨

y≤x′

g(y)




=
∨

x

(
f(x)△2 gL(x′)

)

An equivalent condition to y ≤ x′ is y′ ≥ x, and so by similar transformations

(f N g ) (0) =
∨

y

(
fL(y′)△2 g(y)

)
.

Note that the symmetry in (5.12) stems from the commutativity of △1. See fig-

ures 5.3, 5.4 and 5.5 for examples of extended t-norms in a general setting. A similar

theorem holds for extended Archimedean t-conorms, which can be proved in an analo-

gous matter. Figures 5.6, 5.7 and 5.8 show examples of extended t-conorms.

0

1

1

(a) f ⊓ g

0

1

1

(b) f N
P
∧ g

0

1

1

(c) f N
W
∧ g

Figure 5.3: The extended minimum of fuzzy truth values with different interactivity
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0

1

1

(a) f N
∧
P g

0
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Figure 5.4: The extended product of fuzzy truth values with different interactivity
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Figure 5.5: The extended  Lukasiewicz t-norm of fuzzy truth values with different inter-
activity

Theorem 5.11. If △ is a t-norm, ▽ is a continuous and Archimedean t-conorm, then

the following hold for all f, g ∈ F . For z < 1:

(f H g ) (z) =
∨

x≤z

(f(x)△ g(x⊳ z)) =
∨

y≤z

(f(y ⊳ z)△ g(y)) . (5.15)

where ⊳ denotes the residual coimplication of ▽. If ▽ is strict then for z = 1:

(f H g ) (1) =
(
fL(1)△ g(1)

)
∨
(
f(1)△ gL(1)

)
, (5.16)

and if ▽ is nilpotent then for z = 1:

(f H g ) (1) =
∨

x

(
f(x)△ gR(x′)

)
=
∨

y

(
fR(y′)△ g(y)

)
, (5.17)

where ⊳ denotes the residual coimplication of ▽, and x′ = (x⊳ 1) is a strong negation.

5.2.1 Left- and right-maximal and monotonic fuzzy truth values

Theorems 5.10 and 5.11 in general do not considerably decrease computational complexity

of the extended operations. In this subsection, we restrict our investigations to special

classes of fuzzy truth values. With these restrictions, corollaries of the above theorems
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are shown with practical results.

Definition 5.12 (Nieminen [69], Walker [90]). A fuzzy truth value f is endmaximal if

fL = fR, left-maximal if fL = fLR, right-maximal if fR = fLR and normal if fLR = 1.

It is easy to see the following.

Proposition 5.13. For all f ∈ F ,

1. f is right-maximal iff f(1) = fR(0).

2. f is left-maximal iff f(0) = fL(1).

0

1

1

(a) f ⊔ g

0

1

1

(b) f H
P
∨ g

0

1

1

(c) f H
W
∨ g

Figure 5.6: The extended maximum of fuzzy truth values with different interactivity

0

1

1

(a) f H
∧
P g

0

1

1

(b) f H
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P g

0

1

1

(c) f H
W
P g

Figure 5.7: The extended algebraic sum of fuzzy truth values with different interactivity

From now on, let F+ and F− denote the set of non-decreasing and non-increasing con-

tinuous fuzzy truth values. Note, that if f ∈ F+ (resp., F−) then it is also right-maximal

(left-maximal). Monotonic fuzzy truth values are widespread in modeling linguistic mod-

ifiers such as ’true’, ’very true’, ’more or less true’, ’false’, ’very false’, ’more or less

false’, etc..

Next, we give pointwise expressions for the operations N and H in case of left- and

rightmaximal and monotonic fuzzy truth values. Note, that if f ∈ F+ then fR is the

constant function which takes the value f(1) everywhere, and fL = f . Analogously, if

f ∈ F− then fL(x) = f(1) for all x ∈ I, and fR = f . An immediate consequence of

Theorem 5.9 is the following.
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Figure 5.8: The extended  Lukasiewicz t-conorm of fuzzy truth values with different inter-
activity
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Figure 5.9: (a) a right-maximal f and fL, (b) a left-maximal and monotonic f and fR,
(c) endmaximal f and fLR

Corollary 5.14. For all right-maximal f, g ∈ F

f N∧ g =
(
fLR △ g

)
∨
(
f △ gLR

)
, (5.18)

moreover, if f, g ∈ F+

(f H∨ g) (x) = f(x)△ g(x). (5.19)

Analogously, for all left-maximal f, g ∈ F

f H∨ g =
(
fLR △ g

)
∨
(
f △ gLR

)
, (5.20)

moreover if f, g ∈ F−

(f N∧ g) (x) = f(x)△ g(x). (5.21)

Note, that according to (5.19) and (5.21) the maximum and minimum of two mono-

tone fuzzy truth values can be calculated pointwise with the t-norm representing their
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Figure 5.10: The extended minimum operation on right-maximal fuzzy truth values (corol-
lary 5.14)

interactivity.

Corollary 5.15. For all left-maximal f, g ∈ F

(f N g) (0) = f(0)△2 g(0). (5.22)

For all right-maximal f, g:

(f H g) (1) = f(1)△2 g(1). (5.23)

Important corollaries of Theorem 5.10 and 5.11 are the following.

Corollary 5.16. If f is right-maximal and g ∈ F−, then

(f N g) (x) = fLR(x)△2 g(x), (5.24)

and f N g ∈ F−. Furthermore, if f is also normal, then f N g = g, i.e. f acts as a unit

element.

Proof. If z > 0 then

(f N g)(z) =
∨

x≥z

(f(x)△2 g(x△1 z)) .

It always has a supremum at x = 1, so

(f N g)(z) = f(1)△2 g(1△1 z) = f(1)△2 g(z).

In case △1 is strict and z = 0,

(f N g)(0) =
(
f(0)△2 gR(0)

)
∨
(
fR(0)△2 g(0)

)

= (f(0)△2 g(0)) ∨ (f(1)△2 g(0)) = f(1)△2 g(0).

In case △1 is nilpotent and z = 0,

(f N g)(0) =
∨

x

(
f(x)△2 gL(x⊲1 0)

)
=
∨

x

(f(x)△2 g(0))
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= f(1)△2 g(0).

We have a similar result for extended disjunctions, which can be proved analogously.

Corollary 5.17. If f is left-maximal and g ∈ F+, then

(f H g) (x) = fLR(x)▽ g(x), (5.25)

and f H g ∈ F+. Furthermore, if f is also normal, then f H g = g.
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1

(a) f N
∧ g

0

1

1

(b) f N
P g

0

1

1

(c) f N
W g

Figure 5.11: Conjunctions of a right-maximal and a non-increasing fuzzy truth value
(corollary 5.16) with various levels of interactivity

Note, that since all non-decreasing fuzzy truth values are right-maximal (and all non-

increasing fuzzy truth values are left-maximal), the above results apply to monotonic

ones, too. These two corollaries express the natural intuition that the conjunction (resp.

disjunction) of a positive, ’true-like’ and a negative, ’false-like’ fuzzy truth value is the

’weaker’ (resp. ’stronger’) one. This is in accordance with Boolean logic and type-1 fuzzy

logic, too.

5.2.2 Continuity of Operations on Fuzzy Truth Values

In this section we give sufficient conditions for the continuity of the compound fuzzy truth

values f N g and f H g. Let Fc denote the set of continuous fuzzy truth values.

Proposition 5.18. The strict conjunction f N g of f, g ∈ Fc is continuous if f or g is

left- or right-maximal.

Proof. To prove the continuity of f N g, it suffices to show

lim
z→0

(f N g) (z) = (f N g) (0),

since according to (5.12) for all z > 0, (f N g) (z) is continuous. Recall, that for any strict

conjunction

(f N g) (0) =
(
f(0)△2 gR(0)

)
∨
(
fR(0)△2 g(0)

)
. (5.26)
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Now,

lim
z→0

(f N g) (z) = lim
z→0

∨

x≥z

(f(x)△2 g(x⊲1 z))

=
∨

x

(f(x)△2 g(x⊲1 0))

= (f(0)△2 g(1)) ∨
∨

x>0

(f(x)△2 g(0))

= (f(0)△2 g(1)) ∨
(
fR(0)△2 g(0)

)
, (5.27)

since ⊲1 is a strict residual implication, i.e.

x⊲1 0 =

{
1, if x = 0,

0, otherwise.

If g is right-maximal i.e. g(1) = gR(0), then clearly (5.27) equals to (f N g) (0).

Furthermore, if g is left-maximal i.e. g(0) = gR(0), then in both (5.26) and (5.27) the

second term dominates the first one, i.e

fR(0)△2 g(0) ≥ f(0)△2 gR(0)

and

fR(0)△2 g(0) ≥ f(0)△2 g(1)

and so (5.26) and (5.27) are equal.

It can be shown analogously, that the left- or right-maximality of f is also sufficient

for the continuity of f N g.

Proposition 5.19. The nilpotent conjunction f N g of f, g ∈ Fc is continuous if f ∈ F+
c

or g ∈ F+
c , i.e. if f or g is monotone increasing.

Proof. It suffices to show that

lim
z→0

(f N g) (z) = (f N g) (0).

Recall, that for any nilpotent conjunction

(f N g) (0) =
∨

x

(
f(x)△2 gL(x⊲1 0)

)
. (5.28)

Now,

lim
z→0

(f N g) (z) = lim
z→0

∨

x≥z

(f(x)△2 g(x⊲1 z))

=
∨

x

(f(x)△2 g(x⊲1 0))

=
∨

x

(
f(x)△2 g(x′)

)
. (5.29)

53



CHAPTER 5. CALCULATIONS OF OPERATIONS ON FUZZY TRUTH VALUES

It is easy to see, that (5.28) and (5.29) are equal if g ∈ F+, i.e. g = gL.

It can be shown analogously, that the monotonicity of f is also sufficient for the

continuity of f N g.

The next two propositions can be proved analogously.

Proposition 5.20. The strict disjunction f H g of f, g ∈ Fc is continuous if f or g is

left- or right-maximal.

Proposition 5.21. The nilpotent disjunction f H g of f, g ∈ Fc is continuous if f ∈ F−
c

or g ∈ F−
c .

5.3 Extended  Lukasiewicz operations on linear fuzzy truth

values

The  Lukasiewicz t-norm 0 ∨ (x + y − 1) will be denoted by △W . Its residual implication

1 ∧ (1 − x + y) and coimplication 0 ∨ (y − x) will be denoted by ⊲W and ⊳W .

Definition 5.22. Let the  Lukasiewicz conjunction and disjunction of fuzzy truth values

be

(f NW g)(z) =
∨

z=(x+y−1)∨0

((f(x) + g(y) − 1) ∨ 0) (5.30)

(f HW g)(z) =
∨

z=(x+y)∧1

((f(x) + g(y) − 1) ∨ 0) (5.31)

Note, that this is a special case of definition 5.3. In this setting the arguments are

interactive, and this interactivity is represented by the  Lukasiewicz t-norm. Here we do

not discuss the non-interactive case, for references, see Nguyen’s theorem in [68]. Fullér

and Keresztfalvi [43] generalized the Nguyen theorem to non-interactive arguments, but

did not provide explicit formulas for computations. Here, we provide pointwise, easy-to-

compute formulas for the above operations on linear fuzzy truth values.

Definition 5.23. Let L ⊂ Fc be the set of linear fuzzy truth values characterized by

fa,b ∈ L ⇐⇒ fa,b(x) =

{
x − a

b − a

}1

0

, (5.32)

where a 6= b, x ∈ [0, 1] and {t}b
a = a ∨ t ∧ b.

Let L+ ⊂ F+
c denote the set of non-decreasing, and L− ⊂ F−

c the set of non-increasing

linear fuzzy truth values. A linear fa,b is non-decreasing iff a < b and non-increasing iff

a > b.

The set of normal, non-decreasing (non-increasing) linear fuzzy truth values is L+
1

(resp. L−
1 ) and characterized by b ≤ 1 (resp. b ≥ 0).

The next theorem states that the  Lukasiewicz conjunction of non-decreasing linear

fuzzy truth values can be calculated by a computationally simple pointwise formula in-

stead of a convolution.
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Theorem 5.24. The following hold for all fi = fai,bi
∈ L+ (i = 1, 2).

(f1 NW f2)(z) = (f1(1)△W f2({b1}z ⊲W z))

∨ (f2(1)△W f1({b2}z ⊲W z)) , (5.33)

where {x}z = z ∨ x ∧ 1.

The following Lemma is required for the proof.

Lemma 5.25. Let f1 = fa1,b1 ∈ L+ and f2 = fa2,b2 ∈ L− be two linear fuzzy truth values,

let S denote their sum, S(x) = fa1,b1(x) + fa2,b2(x). Then,

SR(z) =
∨

x≥z

S(x) = S({b1}z) ∨ S({b2}z) ∀z ∈ [0, 1].

where {x}z = z ∨ x ∧ 1.

Proof. Based on the relationship between b1,b2 and z, there are four cases:

1. If b1 ∨ b2 ≤ z, then S(x) = 1 + f2(x) for all x ≥ z. Thus, SR(z) = S(z).

2. If b1 ≤ z < b2, then similarly to the previous case SR(z) = S(z) = S(b2 ∧ 1).

3. If b2 ≤ z < b1, then SR(z) = S(z) ∨ S(b1 ∧ 1).

4. If z < b1 ∧ b2, then SR(z) = S(b1 ∧ 1) ∨ S(b2 ∧ 1).

Now, we are ready to prove theorem 5.24.

Proof. Since L+ ⊂ F+
c , according to proposition 5.19 f1 NW f2 is continuous, and so the

case z = 0 of theorem 5.10 need not be considered separately. Then,

(f1 NW f2) (z) =
∨

z=(x+y−1)∨0

(f1(x) + f2(y) − 1) ∨ 0

=
∨

x≥z

(f1(x) + f2(1 − x + z) − 1) ∨ 0

= 0 ∨


−1 +

∨

x≥z

(
f1(x) + f ′

2(x)
)



where f ′
2(x) = f2(1 − x + z). This way f ′

2 ∈ L− is also linear with parameters

a′2 = 1 − a2 + z and b′2 = 1 − b2 + z.

By lemma 5.25, the supremum is either at x = {b1}z or x = {b′2}z, and

(f1 NW f2) (z) = 0 ∨
(
−1 +

(
f1({b1}z) + f ′

2({b1}z)
)
∨
(
f1({b′2}z) + f ′

2({b′2}z)
))

.
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Consider the following equalities.

f ′
2({b1}z) = f2({b1}z ⊲W z),

f1({b′2}z) = f1({b2}z ⊲W z),

f ′
2({b′2}z) = f2({b2}z),

fi({bi}z) = fi(1)

To prove the third one, for example,

f ′
2({b′2}z) = f2(1 − (z ∨ (1 − b2 + z) ∧ 1) + z)

= f2((1 − z) ∧ (b2 − z) ∨ 0 + z) = f2(z ∨ b2 ∧ 1) = f2({b2}z).

It follows that

(f1 NW f2) (z) = 0 ∨ (−1 + (f1(1) + f2({b1}z ⊲W z)) ∨ (f1({b2}z ⊲W z) + f2(1)))

= (f1(1)△W f2({b1}z ⊲W z)) ∨ (f1({b2}z ⊲W z)△W f2(1)) .

Example 5.26. To clarify theorem 5.24 consider the following example. Let f1 = fa1,b1 =

f.6,.7 and f2 = fa2,b2 = f.7,1 be linear fuzzy truth values. The pointwise calculation of

(f1 NW f2) (.5) is as follows (see fig. 5.12(a)). According to theorem 5.24,

(f1 NW f2)(.5) = (f1(1)△W f2({.7}.5 ⊲W .5))

∨ (f2(1)△W f1({1}.5 ⊲W .5)) ,

where {x}y = y ∨ x ∧ 1. Furthermore, we have

(f1 NW f2)(.5) = (1△W f2(.7 ⊲W .5)) ∨ (1△W f1(1 ⊲W .5))

= (0 ∨ (1 + f2(1 ∧ (1 − .7 + .5)) − 1))

∨ (0 ∨ (1 + f1(1 ∧ (1 − 1 + .5)) − 1))

= (0 ∨ (1 + f2(.8)) − 1)) ∨ (0 ∨ (1 + f1(.5) − 1))

= (0 ∨ (1 + .33 − 1)) ∨ (0 ∨ (1 + 0 − 1)) = .33

According to proposition 5.19, the  Lukasiewicz conjunction of non-decreasing linear

fuzzy truth values is continuous in any case. Although, it is not always linear (see for

example fig. 5.13), linearity is preserved for normal fuzzy truth values.

Corollary 5.27. For all fi = fai,bi
∈ L+

1 (i = 1, 2)

(f1 NW f2) (z) = f1(b2 ⊲W z) ∨ f2(b1 ⊲W z). (5.34)

Furthermore, f1 NW f2 is also linear with parameters

aNW
= (a1 + b2 − 1) ∧ (a2 + b1 − 1),

bNW
= b1 + b2 − 1.
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Proof. If fi are normal then fi(1) = 1 and since bi ≤ 1, ({bi}z ⊲W z) = (bi ⊲W z),

hence (5.34) holds.

Furthermore, note that for example f1(b2 ⊲W z) = f ′
1(z), where

a′1 = a1 + b2 − 1 and b′1 = b1 + b2 − 1.

Indeed,

f1(b2 ⊲W z) =

{
1 ∧ (1 − b2 + z) − a1

b1 − a1

}
=

{
b2 ∧ z − (a1 + b2 − 1)

b1 + b2 − 1 − (a1 + b2 − 1)

}

= f ′
1(b2 ∧ z) = f ′

1(z),

since for all b2 ≤ z, f ′
1(z) = 1. Similarly, f ′

2 is such that

a′2 = a2 + b1 − 1 and b′2 = b1 + b2 − 1.

Thus f ′
i are linear fuzzy truth values with equal upper endpoints. Their maximum is

the one with the minimal lower endpoint.

Theorem 5.24 can only be applied to fuzzy truth values in L+. For the  Lukasiewicz

conjunction on L− two cases need to be considered, since its continuity is not guaran-

teed. The next theorem can be easily proved analogously to theorem 5.24 considering

theorem 5.10 and corollary 5.15.

Theorem 5.28. The following hold for all fi = fai,bi
∈ L− (i = 1, 2). For z > 0,

(f1 NW f2)(z) = (f1(z)△W f2({b1}z ⊲W z))

∨ (f2(z)△W f1({b2}z ⊲W z)) , (5.35)

and if z = 0, then

(f1 NW f2)(0) = f1(0)△W f2(0). (5.36)

The next corollary gives necessary and sufficient conditions on the continuity of the

 Lukasiewicz conjunction between the elements of L−.

Corollary 5.29. For fi = fai,bi
∈ L−, the  Lukasiewicz conjunction f1 NW f2 is continu-

ous if and only if b1 + b2 ≥ 1.

Proof. (f1 NW f2) (z) may be discontinuous only at z = 0. Thus, f1 NW f2 is continuous

if and only if the equality

(f1(0)△W f2(1 − {b1})) ∨ (f2(0)△W f1(1 − {b2})) = f1(0)△W f2(0)

holds. It is equivalent to

f2(1 − {b1}) = f2(0) = f2({b2}) and f1(1 − {b2}) = f1(0) = f1({b1})

These equations hold iff {b1} + {b2} ≥ 1, which is equivalent to the condition b1 + b2 ≥

1.
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0

1

1

(a) f.6,.7 NW f.7,1 = f.4,.7

0

1

1

(b) f.8,.5 HW f.6,.2 = f1.1,.7

Figure 5.12: Examples for continuous  Lukasiewicz conjunction and disjunction of linear
fuzzy truth values

0

1

1

(a) f.9,.5 NW f.6,.3

0

1

1

(b) f.1,.6 HW f.3,.7

Figure 5.13: Examples for discontinuous  Lukasiewicz conjunction and disjunction of linear
fuzzy truth values

The  Lukasiewicz disjunction of linear fuzzy truth values can be handled in a totally

analogous manner. We provide the following results without proofs.

Lemma 5.30. Let f1 = fa1,b1 ∈ L+ and f2 = fa2,b2 ∈ L− be two linear fuzzy truth values,

let S denote their sum, S(x) = fa1,b1(x) + fa2,b2(x). Then,

SL(z) =
∨

x≤z

S(x) = S({b1}
z) ∨ S({b2}

z) ∀z ∈ [0, 1].

where {x}z = 0 ∨ x ∧ z.

Theorem 5.31. For all fi = fai,bi
∈ L− (i = 1, 2)

(f1 HW f2)(z) = (f1(0)△W f2({b1}
z
⊳W z))

∨ (f2(0)△W f1({b2}
z
⊳W z)) , (5.37)

where {x}z = 0 ∨ x ∧ z.

Example 5.32. Let f1 = fa1,b1 = f.8,.5 and f2 = fa2,b2 = f.6,.2 be linear fuzzy truth values.

The pointwise calculation of (f1 HW f2) (.7) is as follows (see fig. 5.12(b)). According to
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theorem 5.31,

(f1 HW f2)(.7) =
(
f1(0)△W f2({.5}.7

⊳W .7)
)

∨
(
f2(0)△W f1({.2}.7

⊳W .7)
)
,

where {x}y = 0 ∨ x ∧ y. Furthermore, we have

(f1 HW f2)(.7) = (1△W f2(.5 ⊳W .7)) ∨ (1△W f1(1 ⊲W .5))

= (0 ∨ (1 + f2(1 ∧ (1 − .7 + .5)) − 1))

∨ (0 ∨ (1 + f1(1 ∧ (1 − 1 + .5)) − 1))

= (0 ∨ (1 + f2(.8)) − 1)) ∨ (0 ∨ (1 + f1(.5) − 1))

= (0 ∨ (1 + .33 − 1)) ∨ (0 ∨ (1 + 0 − 1)) = .33

Corollary 5.33. For all fi = fai,bi
∈ L−

1 (i = 1, 2)

(f1 HW f2) (z) = f1(b2 ⊳W z) ∨ f2(b1 ⊳W z). (5.38)

Furthermore, f1 HW f2 is also linear with parameters

aHW
= (a1 + b2) ∨ (a2 + b1),

bHW
= b1 + b2.

Theorem 5.34. The following hold for all fi = fai,bi
∈ L+ (i = 1, 2). For z < 1,

(f1 HW f2)(z) = (f1(z)△W f2({b1}
z
⊳W z))

∨ (f2(z)△W f1({b2}
z
⊳W z)) , (5.39)

and if z = 1, then

(f1 HW f2)(1) = f1(1)△W f2(1). (5.40)

The  Lukasiewicz disjunction is always continuous on the elements of L−. On L+ the

following holds.

Corollary 5.35. For fi = fai,bi
∈ L+, the  Lukasiewicz disjunction f1 HW f2 is continuous

if and only if b1 + b2 ≤ 1.

Next, we provide some further properties of the operation NW on linear fuzzy truth

values. Similar ones can be easily obtained for HW . The proofs are straightforward

considering the above results. The constant function 1 is denoted by 1.

Proposition 5.36. The following hold for the  Lukasiewicz conjunctions of non-decreasing

linear fuzzy truth values.

1. idempotency

fa,b NW fa,b = fa,b ⇐⇒ b = 1
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2. unit elements

fa1,b1 NW fa2,b2 = fa1,b1 ⇐⇒
b2 = 1 and 1 − a2 ≤ b1 − a1,

i.e. fa2,b2 is steeper than fa1,b1

3. nilpotency

fa1,b1 NW fa2,b2 = 1 ⇐⇒ b1 + b2 ≤ 1

4. zero element

1NW f = 1

5. monotonicity

fa1,b1 ≥ fa2,b2

i.e. a1 ≤ a2 and b1 ≤ b2
=⇒ fa1,b1 NW g ≥ fa2,b2 NW g

5.4 Summary

In this chapter we have discussed extended t-norms and t-conorms on continuous and

interactive fuzzy truth values. Sufficient conditions were given on the continuity of the

resultant functions. We have shown easy-to-implement pointwise formulas for the con-

junction and disjunction of fuzzy truth values with different monotonicity.

As an important special case, we have considered the extended  Lukasiewicz operations

on interactive linear fuzzy truth values. It was shown that the complex convolutions of the

extended  Lukasiewicz operations are equivalent to simple operations on the parameters

on the linear fuzzy truth values. We have given necessary and sufficient conditions when

these operations preserve continuity and linearity.

These results can be directly applied to type-2 fuzzy systems and to reasoning systems

based on fuzzy truth values.
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Chapter 6

Type-2 implications on fuzzy

truth values

Fuzzy logic in narrow sense is a generalization of classical two-valued logic, it consid-

ers a range of truth values, usually the unit interval. Although fuzzy logic became the

”language” of vague propositions, its [0, 1]-valued truth values are still precise. In recent

years, research related to type-2 fuzzy logic has become even more active than ever as

they seem to provide a better framework for the ”computing with words” paradigm than

classical fuzzy sets [60]. Type-2 fuzzy logic takes the generalization a step further by

considering truth values that are themselves fuzzy. This means that every truth value

(i.e. every element of [0, 1]) has a fuzzy membership degree (which is again an element

of [0, 1]). This mapping from the unit interval to itself is the truth value, hence its name

fuzzy truth value.

The recent popularity of type-2 fuzzy logic mainly stem from the works of Mendel,

Karnik and John [55, 61, 62]. Besides the numerous papers with applications of type-2

fuzzy sets, there are many contributions from the theoretical line of research, too. The

theory of type-2 fuzzy sets was established by Zadeh [94], Mizomoto and Tanaka [64,

65], Dubois and Prade [36, 37], and Nieminen [69]. Recent publications by Walker and

Walker [90] and Starczewski [78, 79] unfold the rich algebraic structure of fuzzy truth

values. These papers consider type-2 t-norms and t-conorms on fuzzy truth values, either

in general or by restricting the set of fuzzy truth values to – for example – normal, convex,

triangular, trapezoidal or bell-shaped functions.

As the basic building blocks of any inference process, fuzzy implications have always

been in the mainstream research. The study of (type-1) fuzzy implications [39, 40, 41, 77,

85, 86] provided the basis for the theory and practice of approximate reasoning. Although

implicative operations (such as implications and coimplications) were investigated on

interval-valued fuzzy sets (which are special type-2 fuzzy sets with intervals as truth

values), a general discussion of type-2 implicative operations did not exist. In this paper

we study type-2 implicative operations on non-interactive fuzzy truth values. The use of

type-2 implicative operations is not straightforward, for example not all properties of a

type-1 fuzzy implication apply to its extension.

Fuzzy implications are defined on the algebra I = (I,∧,∨,≤, 0, 1). We define type-2

fuzzy implications analogously to their type-1 counterparts. The underlying set of truth

values is generalized from I to a subset of F , and since it may not be a lattice, the two
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partial orders defined by ⊓ and ⊔ are considered instead of ≤.

Definition 6.1. Let A = (A,0,1,⊑, 4), where A ⊆ F . A function • : A × A → A is

called a type-2 fuzzy implication over A if and only if it satisfies the boundary conditions

0 • 0 = 0 • 1 = 1 • 1 = 1; 1 • 0 = 0,

and it is antitone in the first and monotone in the second argument w.r.t. at least one of

the partial orders ⊑ or 4.

We make a careful distinction between extended fuzzy implications and type-2 fuzzy

implications. For example, a fuzzy implication extended to F is obviously an extended

fuzzy implication, but it is a type-2 fuzzy implication (on a subset of F) only if it satisfies

the above conditions.

6.1 Extended S-implications and S-coimplications

S-implications are formed by a t-conorm ▽ and a strong negation ′ according to the

formula x′▽ y. S-coimplications are dual to S-implications, and are defined as x′△ y.

The extensions of these operations are as follows.

(f ◮ g)(z) =
∨

z = x′ ▽ y

(f(x) ∧ g(y)) = (f∗
H g) (z),

(f ◭ g)(z) =
∨

z = x′ △ y

(f(x) ∧ g(y)) = (f∗
N g) (z).

We assume that the underlying negation ′, t-conorm ▽ and t-norm △ of the operations

◮ and ◭ are continuous. Since the operation ◭ is dual to ◮, i.e. f ◭ g = (f∗ ◮ g∗)∗ for

all f, g ∈ F , thus any statement involving ◮ has its dual with ◭. From now on, we omit

the proofs of dual statements, these easily follow by duality.

Proposition 6.2. The operations ◮ and ◭ are closed on FC .

Proof. The preservation of the convexity of fuzzy intervals over the real line was proved

by e.g. [15] for any extended continuous function. Any fuzzy truth value can be naturally

extended to the real line for example by

f̃(x) =

{
f(x), if x ∈ [0, 1],

0, otherwise.

Since this extension does not affect the convexity of f , the statement follows.

Proposition 6.3. The following hold for all g, h ∈ F if and only if f is convex.

1. (g ⊓h) ◮ f = (g ◮ f)⊔ (h◮ f), f ◮ (g ⊓h) = (f ◮ g)⊓ (f ◮ h),

2. (g ⊔h) ◮ f = (g ◮ f)⊓ (h◮ f), f ◮ (g ⊔h) = (f ◮ g)⊔ (f ◮ h).

Proof. Straightforward from the distributivity of H over ⊓ and ⊔ (see [90]) and the De

Morgan law between ⊓, ⊔ and ∗.
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Note, that similar laws apply to type-2 S-coimplications, too, because N also dis-

tributes over ⊓ and ⊔ by the same conditions.

Proposition 6.4. The operations ◮ and ◭ are closed on FN . Moreover, f ◮ g and f ◭ g

are normal if and only if f, g ∈ FN .

Proof. We prove that H is closed on FN , then the first statement follows from f ◮ g =

f∗ H g, since ∗ preserves normality. Suppose f, g ∈ FN , i.e. fL(1) = gL(1) = 1. Then,

(f H g)L (1) =
(
fL

H gL
)

(1) =
∨

1=x▽ y

(
fL(x) ∧ gL(y)

)

=
(
fL(1) ∧ gL(1)

)
∨

∨

1=x ▽ y
x<1 or y<1

(
fL(x) ∧ gL(y)

)
= 1,

thus f H g is normal.

Now suppose f H g ∈ FN . We have

1 = (f H g)R (0) =
(
fR

H gR
)

(0) =
∨

0=x▽ y

(
fR(x) ∧ gR(y)

)
= fR(0) ∧ gR(0).

Note, that in the last step the following property of t-conorms was used: x▽ y = 0 if

and only if x = 0 and y = 0. The above equality implies that fR(0) = gR(0) = 1, thus

f, g ∈ FN .

Since the extended negation does not affect normality, the statement for ◭ follow by

duality.

Two important properties follow from the definition of type-1 fuzzy implications. For

all fuzzy implications ⊲,

0 ⊲ x = 1 and x⊲ 1 = 1 ∀x ∈ [0, 1].

These properties can be naturally ”extended” to fuzzy truth values:

0◮ f = 1 and f ◮1 = 1 ∀f ∈ A,

for a subalgebra A of F. The following proposition shows that these properties hold (and

so it is reasonable to use ◮ on a subalgebra of A) if and only if A ⊆ FN .

Proposition 6.5. The equations

0◮ f = 1 and f ◮1 = 1,

hold if and only if f ∈ FN .

Proof. We provide a proof only for the first equality, the other one can be proved similarly

due to the duality between the utilized properties of (type-1) t-norms and t-conorms.

Let f ∈ F , we have 0◮ f = 1H f , and by definition

(1H f) (z) =
∨

z=x▽ y

(1(x) ∧ f(y)) .

63



CHAPTER 6. TYPE-2 IMPLICATIONS ON FUZZY TRUTH VALUES

For a given z < 1, the minimum inside the sup is 0 whenever x < 1, since then 1(x) = 0.

Since x = 1 would imply z = 1, the minimum is zero for every possible (x, y) pairs, hence

(0◮ f) (z) = 0 for all z < 1.

In case z = 1, our claim is that

(1H f) (1) =
∨

1=x▽ y

(1(x) ∧ f(y)) = 1.

Note, that x = 1 is necessary, because otherwise 1(x) = 0, and the sup would never reach

1. So we have ∨

1=1▽ y

(1(1) ∧ f(y)) =
∨

y∈[0,1]

f(y),

which equals to 1 if and only if f is normal.

Clearly, by duality

1◭ f = 0 and f ◭0 = 0 if and only if f ∈ FN .

The main result of this section shows that extended S-implications are type-2 fuzzy

S-implications only on FCN .

Theorem 6.6. The operation ◮ is a type-2 fuzzy implication over A ⊆ F if and only if

A is a subalgebra of the algebra of convex normal functions FCN .

Proof. Let f, g, h ∈ A. By definition f ◮ g = f∗ H g. The boundary conditions hold

since f H0 = f , for all f ∈ F , and 1H1 = 1.

The sufficiency of the condition can be easily proved by proposition 6.3 and considering

that for convex normal fuzzy truth values the two partial orders coincide. Necessity can

be proved as follows.

The operation ◮ is monotone in the second argument if g⊑h implies f ◮ g⊑ f ◮h (a

similar argument follows from the use of 4) which is equivalent to

(f ◮ g) ⊓ (f ◮ h) = f ◮ g.

Now, g⊑h, i.e. g ⊓h = g, thus we have

(f ◮ g) ⊓ (f ◮h) = f ◮ (g ⊓h) .

By proposition 6.3 this holds if and only if f is convex, thus A ⊆ FC .

The operation ◮ is antitone in the first argument if g⊑ f implies f ◮h⊑ g ◮ h (again,

a similar argument follows from the use of 4) which is equivalent to

(f ◮ h) ⊓ (g ◮ h) = f ◮ h.

Now, g⊑ f , i.e. g ⊓ f = g, thus we have

(f ◮ h) ⊓ ((f ⊓ g) ◮h) = f ◮ h.
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We may assume convexity, thus by proposition 6.3, we have

(f ◮ h) ⊓ ((f ◮ h) ⊔ (g ◮ h)) = f ◮ h.

This is the absorption law, which holds if and only if f ◮ h is convex and g ◮ h is nor-

mal [90] . So, by proposition 6.4, g, h ∈ FN and thus A ⊆ FCN .

Clearly, by duality the operation ◭ is a type-2 fuzzy coimplication over A ⊆ F if and

only if A is a subalgebra of the algebra of convex normal functions FCN .

Further properties of extended S-implications are summarized as follows.

Proposition 6.7. The following hold for all f, g, h ∈ F,

1. 1◮ f = f .

2. f ◮ (g ◮ h) = g ◮ (f ◮ h).

3. f ◮ g = g∗ ◮ f∗.

4. g⊑ f ◮ g where f, g ∈ FCN .

Proof. Let f, g, h ∈ F.

1. 1◮ f = (1∗) H f = 0H f = f ,

2. f ◮ (g ◮ h) = f∗ H (g∗ H h) = f∗ H g∗ H h = g∗ H (f∗ H h) = g ◮ (f ◮ h),

3. g∗ ◮ f∗ = (g∗)∗ H f∗ = f∗ H g = f ◮ g.

4. To prove g⊑ f ◮ g on FCN consider that

g⊑ f ◮ g iff g ⊓ (f ◮ g) = g,

and

g ⊓ (f ◮ g) = (1◮ g) ⊓ (f ◮ g) = (1⊔ f) ◮ g = 1◮ g = g.

Clearly, by duality we have

1. 0◭ f = f .

2. f ◭ (g ◭ h) = g ◭ (f ◭ h).

3. f ◭ g = g∗ ◭ f∗.

4. f ◭ g⊑ g where f, g ∈ FCN .

To sum up the above results, the operation ◮ is a type-2 fuzzy implication on the

lattice of convex normal fuzzy truth values FCN , and possesses similar properties that a

type-1 fuzzy S-implication has.

Since interval fuzzy truth values are normal convex, and type-2 t-norms, t-conorms

and negations are closed on this set, the following result is immediate. (See also [28, 7])

Corollary 6.8. The operation ◮ is a type-2 fuzzy implication on the subalgebra of interval

fuzzy truth values FI .
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6.1.1 The extended S-implications of fundamental t-norms

The three basic t-norms/t-conorms are the min/max, the product/algebraic sum and the

 Lukasiewicz operators. In this section we discuss the properties of extended S-implications

formed by these operators. Certainly, such implications have all the previously proved

properties.

First, we discuss the meet (⊓) and join (⊔), which are the extensions of ∧ and ∨. Let

us introduce the notations ◮∨ and ◭∧ for the extended S-implication and coimplication

formed by join and meet and an extended strong negation. Thus

f ◮∨ g = f∗ ⊔ g =
(
f∗ ∧ gL

)
∨
(

(f∗)L ∧ g
)

,

f ◭∧ g = f∗ ⊓ g =
(
f∗ ∧ gR

)
∨
(

(f∗)R ∧ g
)

.

Meet and join are special in the sense that they form a distributive lattice on the

set of normal convex fuzzy truth values. From the absorption laws in FCN we have the

following.

Corollary 6.9. For all f, g ∈ FCN ,

f ◮∨ (f ◭∧ g) = f ◭∧ (f ◮∨ g) = f∗.

Because of the idempotency of ⊓ and ⊔ we have the following.

Proposition 6.10. The following distributive laws hold for all f, g, h ∈ F .

1. f ◮∨ (g ⊔h) = (f ◮∨ g)⊔ (f ◮∨ h); f ◭∧ (g ⊓h) = (f ◭∧ g)⊓ (f ◭∧ h).

2. (f ⊓ g) ◮∨ h = (f ◮∨ h)⊔ (g ◮∨ h); (f ⊔ g) ◭∧ h = (f ◭∧ h)⊓ (g ◭∧ h).

According to Theorems 5.10 and 5.11, the extended  Lukasiewicz S-implication and

S-coimplication are

(f ◮L g) (z) = (f∗
HL g) (z) =





∨
y≤z

(f(1 − z + y) ∧ g(y)) , if z < 1,

(
f ∧ gR

)LR
(1), otherwise,

(f ◭L g) (z) = (f∗
NL g) (z) =





∨
y≥z

(f(y − z) ∧ g(y)) , if z > 0,

(
f ∧ gL

)LR
(0), otherwise.

Similarly, the extended S-implication and S-coimplication of product/algebraic sum are

(f ◮P g) (z) = (f∗
HP g) (z) =





∨
y≤z

(f((1 − z)/(1 − y)) ∧ g(y)) , if z < 1,

((
f∗ ∧ gLR

)
∨
(
fLR ∧ g

))
(1), otherwise,

(f ◭P g) (z) = (f∗
NP g) (z) =





∨
y≥z

(f((y − z)/y) ∧ g(y)) , if z > 0,

((
f∗ ∧ gLR

)
∨
(
fLR ∧ g

))
(0), otherwise.
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Figure 6.1: Extended S-implications of the three basic t-norms on normal convex fuzzy
truth values (thin line – f , normal line – g, thick line – result).

Specific calculations with these formulas can be done efficiently with a discretization

of the unit interval. Figure 6.1 shows the differences between these extended implications

on triangular fuzzy truth values.

6.2 Extended residual implications and coimplications

In this section, first we introduce extensions of residual implications in general. Then,

mainly because of the special role of meet and join, we examine their extended residuals

in detail.

In this section let ⊲ (resp. ⊳) denote the residual implication (coimplication) of a

t-norm △ (resp. t-conorm ▽). Their extensions to fuzzy truth values are defined as

(f ◮ g)(z) =
∨

z = x ⊲y

(f(x) ∧ g(y)) ,

(f ◭ g)(z) =
∨

z = x ⊳y

(f(x) ∧ g(y)) .

Similarly to the case of S-implications, there is a duality between residual implications

and coimplications, i.e. we have

f ◭ g = (f∗
◮ g∗)∗ ,
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for an extended strong negation ∗. Thus, the forthcoming results are proved only for

implications, and can be applied to coimplications as well.

A fundamental property of residual implications is that x⊲ y = 1 if and only if x ≤ y.

Due to duality, x⊳ y = 0 whenever x ≥ y. Based on these we can establish the following.

Proposition 6.11. For any extended residual implication ◮, coimplication ◭, and f, g ∈

F ,

(f ◮ g)(1) =
(
f ∧ gR

)LR
(1),

(f ◭ g)(0) =
(
f ∧ gL

)LR
(0).

Proof. Let f, g ∈ F .

(f ◮ g)(1) =
∨

1 = x ⊲y

(f(x) ∧ g(y)) =
∨

x≤y

(f(x) ∧ g(y)) =
∨

x

∨

x≤y

(f(x) ∧ g(y))

=
∨

x


f(x) ∧

∨

x≤y

g(y)


 =

∨

x

(
f(x) ∧ gR(x)

)
=
(
f ∧ gR

)LR
(1).

Proof is analogous for ◭.

Note, that

∨

x≤y

(f(x) ∧ g(y)) =
∨

z

∨

x≤z≤y

(f(x) ∧ g(y)) =
∨

z



∨

x≤z

f(x)


 ∧



∨

z≤y

g(y)


 ,

thus we have (
f ∧ gR

)LR
=
(
fL ∧ g

)LR
=
(
fL ∧ gR

)LR
,

and also by similar reasoning we have

(
f ∧ gL

)LR
=
(
fR ∧ g

)LR
=
(
fR ∧ gL

)LR
.

Lemma 6.12. The following hold for all f ∈ F .

1. 1◮ f = f ; 0◭ f = f .

2. f ◮1 = 0◮ f = fLR ∧ 1; f ◭0 = 1◭ f = fLR ∧ 0.

Proof. Let f ∈ F .

(1◮ f)(1) =
(
1L ∧ fR

)LR
(1) =

(
1 ∧ fR

)LR
(1) = f(1).

For all z < 1,

(1◮ f) (z) =
∨

z = x ⊲y

(1(x) ∧ f(y)) =
∨

z =1 ⊲y

(1(1) ∧ f(y)) =
∨

z = y

f(y) = f(z).

Furthermore,

(f ◮1) (1) =
(
fL ∧ 1R

)LR
(1) =

(
fL
)LR

(1) = fLR(1).
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For all z < 1,

(f ◮1) (z) =
∨

z = x ⊲y

(f(x) ∧ 1(y)) .

According to the properties of residual implications, z < 1 implies y < 1, thus 1(y) = 0,

and (f ◮1) (z) = 0. 0◮ f can be proved similarly, the others follow by duality.

Lemma 6.12 imply that all extended residual implications and coimplications fulfill

the necessary boundary conditions of implicative operators, i.e.

0◮0 = 0◮1 = 1◮1 = 1; 1◮0 = 0,

0◭0 = 1◭0 = 1◭1 = 0; 0◭1 = 1.

Proposition 6.13. For all f, g, h ∈ F ,

f ◮ (g ◮ h) = g ◮ (f ◮ h) .

Proof. Let f, g, h ∈ F ,

(f ◮ (g ◮ h)) (z) =
∨

z = x ⊲y

(
f(x) ∧

∨

y = u ⊲v

(g(u) ∧ h(v))

)

=
∨

z=x⊲(u⊲v)

(f(x) ∧ g(u) ∧ h(v)) .

A similar argument can be given for g ◮ (f ◮h), and so the statement follows from the

identity x⊲(u⊲v) = u⊲(x⊲v), which holds for all residual fuzzy implications.

Figure 6.2 shows the difference between the extended residual implications of the three

basic t-norms, min, product and  Lukasiewicz. The formulas for the extended residual of

the product and the  Lukasiewicz t-norms are

(f ◮P g) (z) =





(
f ∧ gR

)LR
(1), if z = 1,

∨
x>0

(f(x) ∧ g(zx)) , otherwise,

(f ◮L g) (z) =





(
f ∧ gR

)LR
(1), if z = 1,

∨
x

(f(x) ∧ g(x + z − 1)) , otherwise.

For a pointwise formula of the extended residual implication of minimum (denoted by

⊏) see theorem 6.14 in the next subsection.

6.2.1 The extended residuals of ∧ and ∨

As well as the minimum (∧) and maximum (∨) operators, their type-2 extensions, meet

(⊓) and join (⊔) are widely used in many applications. These operations are fundamen-

tal in type-2 fuzzy logic systems, see [90] for a thorough discussion on their algebraic

properties.
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(f) g ⊏ f

Figure 6.2: Extended residual implications of the three basic t-norms on normal convex
fuzzy truth values (thin line – f , normal line – g, thick line – result).

The residuals of ∧ and ∨ have the well-known formulas

x⊲∧ y =

{
1 if x ≤ y,

y otherwise,
and x⊳∨ y =

{
0 if y ≤ x,

y otherwise.

In this subsection we consider the extensions of ⊲∧ and ⊲∨. We will use the unique

notation ⊏ and ⊐ for these operators, i.e.

(f ⊏ g)(z) =
∨

z = x ⊲∧ y

(f(x) ∧ g(y)) ,

(f ⊐ g)(z) =
∨

z = x ⊳∨ y

(f(x) ∧ g(y)) .

To simplify the forthcoming formulas, we introduce the following notations, which are

strict counterparts of the operators R and L. For all f ∈ F let

f r(x) =





∨
y>x

f(y), if x < 1,

0, otherwise.
f l(x) =





∨
y<x

f(y), if x > 0,

0, otherwise.
(6.1)

Note, that fR = f r ∨ f and also fL = f l ∨ f . As a consequence,

f r ∨ fL = f r ∨ fL ∨ f = fR ∨ fL = fLR,
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and on similar considerations f l ∨ fR = fLR.

The operations ⊏ and ⊐ can be expressed in terms of pointwise operations. This

theorem will be used extensively throughout this section.

Theorem 6.14. For all f, g ∈ F ,

(f ⊏ g)(z) =

{(
f ∧ gR

)LR
(1) if z = 1,

(f r ∧ g) (z) otherwise.

(f ⊐ g)(z) =

{(
f ∧ gL

)LR
(1) if z = 0,

(
f l ∧ g

)
(z) otherwise.

Proof. The case z = 1 follows from proposition 6.11. For all z < 1, (x⊲∧ y) = y and so

(f ⊏ g)(z) =
∨

x>z,y=z

(f(x) ∧ g(y)) =

(
∨

x>z

f(x)

)
∧ g(z) = (f r ∧ g) (z).

The formula for ⊐ can be proved similarly.

It is known, that x⊲ y = 1 iff x ≤ y holds for any residual fuzzy implication. The

extended counterpart of this equivalence is

f ◮ g = 1 iff f � g

for a binary relation � over F . Here, we give necessary and sufficient conditions in the

special case of ⊏.

Theorem 6.15. For all f, g ∈ F , f ⊏ g = 1 if and only if

1. f, g ∈ FN , and

2. gl(x0) = 0, where x0 = sup{x | f(x) > 0}.

Proof. Suppose f ⊏ g = 1. On the one hand it implies (f ⊏ g) (1) = 1, i.e. by definition(
f ∧ gR

)LR
(1) = 1 or equivalently f ∧ gR ∈ FN . It is easy to see, that the normality of

f and gR (and thus the normality of g) is necessary.

On the other hand, for all z < 1, (f ⊏ g)(z) = 0 if and only if (f r ∧ g) (z) = 0, by

definition. Let

x0 = sup{x | f(x) > 0},

i.e. the least upper bound of the (not necessarily convex) support of f . It always exists,

since as we have seen before, f is necessarily normal. Note, that f(x0) is zero if f is

right-continuous at x0, and non-zero otherwise. Also note that f r(x) = 0 for all x ≥ x0.

There are three cases:

• if x0 = 1, i.e. f r(x) > 0 for all x < 1, then it is necessary that g(x) = 0 for all

x < 1, i.e. gl(1) = 0. Note, that because of normality this means that g = 1.

• if x0 = 0, i.e. f = 0 (since f must be normal), then there is no constraint on the

value of g(x) for x < 1 (due to the definition of l we can write gl(0) = 0).

• if x0 ∈ (0, 1), then it is necessary that g(x) = 0 for all x < x0, i.e. gl(x0) = 0.
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Summarized, (f ⊏ g)(z) = 0 for all z < 1 implies gl(x0) = 0.

Now, suppose f, g ∈ FN , and gl(x0) = 0. For all z < 1, it is clear that (f r ∧ g) (z) = 0,

by considering the following cases:

• for all z < x0, gl(x0) = 0 implies g(z) = 0,

• for all z ≥ x0, f r(z) = 0, since x0 is the least upper bound of the support of f .

In case z = 1, by definition (f ⊏ g)(z) = 1 if and only if f∧gR is normal. By the definition

of x0 and the assumptions gl(x0) = 0 and g ∈ FN follows, that gR(x0) = gR(0) = 1, i.e.

g is constantly 1 on the interval [0, x0]. Note, that since f is normal and x0 is the least

upper bound of its support, the restriction of f on [0, x0] is also normal. Now, this implies

that f ∧ gR is normal on [0, x0], and thus on the real unit interval, too.

6.2.2 Distributive properties of ⊏ and ⊐

Proposition 6.16. The following distributive laws hold for all f, g, h ∈ F ,

1. f ⊏ (g ∨ h) = (f ⊏ g) ∨ (f ⊏ h); f ⊐ (g ∨ h) = (f ⊐ g) ∨ (f ⊐ h).

2. (f ∨ g) ⊏ h = (f ⊏ h) ∨ (g ⊏ h); (f ∨ g) ⊐ h = (f ⊐ h) ∨ (g ⊐ h).

Proof. We prove only the first equality of item 1. Item 2 can be shown analogously, and

the formulas with ⊐ follow from duality. Let f, g, h ∈ F .

(f ⊏ (g ∨ h)) (1) =
(
f ∧ (g ∨ h)R

)LR
=
(
f ∧

(
gR ∨ hR

))LR

=
((

f ∧ gR
)
∨
(
f ∧ hR

))LR
=
(
f ∧ gR

)LR
∨
(
f ∧ hR

)LR

= (f ⊏ g)(1) ∨ (f ⊏ h)(1).

For any x < 1,

(f ⊏ (g ∨ h)) (x) = (f r ∧ (g ∨ h)) (x) = ((f r ∧ g) ∨ (f r ∧ h)) (x)

= ((f ⊏ g) ∨ (f ⊏ h)) (x).

The operations ⊏ and ⊐ do not distribute over ∧ in general, only the following in-

equalities hold.

Proposition 6.17. For all f, g, h ∈ F ,

1. f ⊏ (g ∧ h) ≤ (f ⊏ g) ∧ (f ⊏ h); f ⊐ (g ∧ h) ≤ (f ⊐ g) ∧ (f ⊐ h).

2. (f ∧ g) ⊏ h ≤ (f ⊏ h) ∧ (g ⊏ h); (f ∧ g) ⊐ h ≤ (f ⊐ h) ∧ (g ⊐ h).

Proof. Let f, g, h ∈ F .

(f ⊏ (g ∧ h)) (1) =
(
fL ∧ g ∧ h

)LR
=
((

fL ∧ g
)
∧
(
fL ∧ h

))LR

≤
(
fL ∧ g

)LR
∧
(
fL ∧ h

)LR
= (f ⊏ g)(1) ∧ (f ⊏ h)(1).
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For any x < 1,

(f ⊏ (g ∧ h)) (x) = (f r ∧ g ∧ h) (x) = (f r ∧ g ∧ f r ∧ h) (x)

= (f ⊏ g)(x) ∧ (f ⊏h)(x).

Item 2 can be proved similarly, and the formulas with ⊐ follow by duality.

In general, ⊏ does not distribute over ⊓ and ⊔, only the following inequalities hold.

Theorem 6.18. For all f, g, h ∈ F ,

f ⊏ (g ⊓h) ≤ (f ⊏ g)⊓ (f ⊏ h); f ⊏ (g ⊔h) ≤ (f ⊏ g)⊔ (f ⊏h).

To prove this theorem we need the following two lemmas.

Lemma 6.19. For all f, g ∈ F ,

(f ⊏ g)R =
(
fR ∧ g

)R
∨
(
f ∧ gR

)LR
, (6.2)

(f ⊏ g)L (z) =

{(
fLR ∧ gLR

)
(1) if z = 1,

(f r ∧ g)L (z) otherwise.
(6.3)

Proof. Let f, g ∈ F .

(f ⊏ g)R (1) = (f ⊏ g) (1) =
(
f ∧ gR

)LR
(1).

For all x < 1,

(f ⊏ g)R (x) =
∨

y≥x

(f ⊏ g) (y) = (f ⊏ g) (1) ∨
∨

1>y≥x

(f ⊏ g) (y).

But since (f r ∧ g) (1) = 0,

∨

1>y≥x

(f ⊏ g) (y) =
∨

y≥x

(f r ∧ g) (y) = (f r ∧ g)R (x),

thus

(f ⊏ g)R = (f r ∧ g)R ∨
(
f ∧ gR

)LR
.

Since (f ∧ g)R ≤
(
f ∧ gR

)LR
, we have

(f r ∧ g)R ∨
(
f ∧ gR

)LR
= (f r ∧ g)R ∨ (f ∧ g)R ∨

(
f ∧ gR

)LR

= ((f r ∧ g) ∨ (f ∧ g))R ∨
(
f ∧ gR

)LR

= ((f r ∨ f) ∧ g)R ∨
(
f ∧ gR

)LR

=
(
fR ∧ g

)R
∨
(
f ∧ gR

)LR
.

In case x < 1, the formula for (f ⊏ g)L (x) is straightforward from the definition of ⊏.
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Also by definition,

(f ⊏ g)L (1) = (f ⊏ g)LR (1) =
(

(f r ∧ g)LR ∨
(
fL ∧ g

)LR
)

(1).

Furthermore,

(f r ∧ g)LR ∨
(
fL ∧ g

)LR
=
(
(f r ∧ g) ∨

(
fL ∧ g

))LR
=
((

f r ∨ fL
)
∧ g
)LR

=
(
fLR ∧ g

)LR
= fLR ∧ gLR.

Lemma 6.20. For all f, g ∈ F ,

f ⊏ g ≤ f ⊏ gR ≤ (f ⊏ g)R , (6.4)

f ⊏ g ≤ f ⊏ gL ≤ (f ⊏ g)L . (6.5)

Proof. Recall theorem 6.14, the pointwise formulas for ⊏. The first inequality of (6.4)

holds, because (f ⊏ g) (1) =
(
f ⊏ gR

)
(1) by definition, and f r ∧ g ≤ f r ∧ gR. As for

the second inequality,
(
f ⊏ gR

)
(1) = (f ⊏ g)R (1) also by definition. For all x < 1, the

inequality (
f r ∧ gR

)
(x) ≤

((
fR ∧ g

)R
∨
(
f ∧ gR

)LR
)

(x)

holds, as shown by the following reasoning:

f r ∧ gR ≤ fR ∧ gR = fR ⊓ gR = (f ⊓ g)R =
(
(fR ∧ g) ∨ (f ∧ gR)

)R

= (fR ∧ g)R ∨ (f ∧ gR)R ≤ (fR ∧ g)R ∨ (f ∧ gR)LR.

The first inequality of (6.5) can be proved analogously as above. Furthermore,

(
f ⊏ gL

)
(1) = (f ⊏ g)L (1),

since
(
f ∧ gLR

)LR
= fLR ∧ gLR. So, to prove the second inequality of (6.5) we need to

show that

f r ∧ gL ≤ (f r ∧ g)L . (6.6)

Suppose (6.6) does not hold, i.e.

∃x : (f r ∧ g)L (x) <
(
f r ∧ gL

)
(x), i.e.

∃x : (f r ∧ g)L (x) < f r(x) and (f r ∧ g)L (x) < gL(x). (6.7)

By the definition of the operator L, the first inequality of (6.7) is equivalent to

∀y ≤ x : f r(y) < f r(x) or g(y) < f r(x).

Since f r ∈ F−, f r(y) < f r(x) can not hold for any y ≤ x, and so g(y) < f r(x) must hold

for all y ≤ x, i.e. the first inequality of (6.7) implies

gL(x) < f r(x). (6.8)
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Analogously, the second inequality of (6.7) is equivalent to

∀y ≤ x : f r(y) < gL(x) or g(y) < gL(x).

Now, since g(y) < gL(x) can not hold for all y ≤ x, it implies that

∃y ≤ x : f r(y) < gL(x). (6.9)

So, by combining (6.8) and (6.9), (6.7) implies

∃x : gL(x) < f r(x) and ∃y ≤ x : f r(y) < gL(x).

This is a contradiction, because f r ∈ F−, i.e. (6.6) and so (6.5) holds.

Now we can prove theorem 6.18.

Proof. Let f, g, h ∈ F .

f ⊏ (g ⊓h) = f ⊏
((

g ∧ hR
)
∨
(
gR ∧ h

))
=
(
f ⊏

(
g ∧ hR

))
∨
(
f ⊏

(
gR ∧ h

))

≤
(
(f ⊏ g) ∧

(
f ⊏ hR

))
∨
((

f ⊏ gR
)
∧ (f ⊏ h)

)

≤
(

(f ⊏ g) ∧ (f ⊏ h)R
)
∨
(

(f ⊏ g)R ∧ (f ⊏h)
)

= (f ⊏ g) ⊓ (f ⊏ h) .

The other equality follows analogously.

In the next subsections we investigate the operation ⊏ on the main subalgebras of F.

6.2.3 Convex and normal fuzzy truth values

The most elementary subset of F is the set of singleton fuzzy truth values FS . A fuzzy

truth value fx is a singleton if there exists exactly one x ∈ I such that fx(x) = 1, and for

all y 6= x, fx(y) = 0. It is proved that (FS ,⊓,⊔,∗ ,0,1) is isomorphic to the algebra of

(type-1) truth values (I,∧,∨,′ , 0, 1) by the bijection x 7→ fx from I to FS .

Is is easy to see, that the elements of FS are normal convex, it is closed w.r.t ⊓, ⊔,

and the partial orders ⊑ and 4 coincide (in fact, (FS ,⊑) is a chain).

Proposition 6.21. For all fx, gy ∈ FS,

fx ⊑ gy if and only if x ≤ y, (6.10)

fx ⊏ gy =

{
1, if fx ⊑ gy,

gy, otherwise.
(6.11)

Proof is straightforward from the formulas of ⊑ and ⊏. Having fx ⊏ gy, the following

theorem can be established stating that the algebras I and F equipped with the residual

implication ⊲∧ and its extension are also isomorphic.

Theorem 6.22. The algebra FS = (FS ,⊓, ⊏,∗ ,0,1) is isomorph to I = (I,∧, ⊲∧,′ , 0, 1),

where ⊲∧ denotes the residual implication of ∧.
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It is easy to see that ⊏ is a type-2 fuzzy implication on FS , i.e. besides the boundary

conditions, it is antitone/monotone. However, it is an open question whether it is the

largest such subalgebra of F containing FS .

An undoubtedly important and recently most popular subalgebra of F is the alge-

bra of interval fuzzy truth values FI . It is proved to be isomorphic to the algebra

(I [2],∧,∨,′ , 0, 1), where I [2] denotes the set of closed intervals in I. Thus, the elements of

FI can be represented by a pair (a, b) ∈ I [2]. It is important to remark that I [2] contains

only closed intervals, and so the elements of FI are closed interval fuzzy truth values. In

fact, the proof of the next theorem is based on this observation.

Theorem 6.23. The algebra FI of interval fuzzy truth values is not closed w.r.t. ⊏ and

⊐.

Proof. We prove by example. Let f, g ∈ FI be represented by the intervals (1/3, 2/3)

and (1/2, 3/4), respectively. Then f ⊏ g is not a closed interval. Moreover, it is not

even an interval fuzzy truth value. Indeed, for all x < 1, (f ⊏ g)(x) = (f r ∧ g) (x), and

(f ⊏ g)(2/3) = f r(2/3) ∧ g(2/3) = 0 while for all 1/2 ≤ y < 2/3, (f ⊏ g)(y) = 1. To see

that it is not even an interval, note that (f ⊏ g)(1) = 1. A similar example can be given

for ⊐.

By this negative result on FI it is natural to ask the following. What is the largest

subalgebra A of F containing FS such that for all f, g ∈ A, f ⊏ g reduces to

f ⊏ g =

{
1, if f ⊑ g,

g, otherwise.

Since interval fuzzy truth values are convex and normal, it is straightforward to investi-

gate the latter. In fact, the following corollary is immediate from the proof of theorem 6.23

since the result there is not even convex.

Corollary 6.24. The set FC of convex fuzzy truth values is not closed w.r.t. ⊏ and ⊐.

We have a positive result on normal fuzzy truth values.

Theorem 6.25. The set FN of normal fuzzy truth values is closed w.r.t. ⊏ and ⊐.

Moreover, f ⊏ g ∈ FN (resp. f ⊐ g ∈ FN ) if and only if f, g ∈ FN .

Proof. By lemma 6.19 we have

(f ⊏ g)L (1) =
(
fLR ∧ gLR

)
(1) = fLR(1) ∧ gLR(1) = fL(1) ∧ gL(1),

so (f ⊏ g)L (1) = 1 if and only if fL(1) = 1 and gL(1) = 1. The operation ⊐ preserves

normality by duality.

It is proved in [90], that the lattice of normal convex fuzzy truth values is a maximal

lattice in F. Since the operation ⊏ is not closed on FC , the next theorem is straightfor-

ward.

Theorem 6.26. The operations ⊓ and ⊏ do not form an adjoint pair on the lattice

(FCN ,⊓,⊔, ⊏,0,1).
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Naturally arises the following. What is the largest sublattice of FCN for which ⊓ and

⊏ are an adjoint pair? The question is correct, since for example, on the algebra FS of

singleton fuzzy truth values ⊏ is the residual of ⊓.

6.2.4 Left- and right-maximal fuzzy truth values

In the following let FLM and FRM denote the sets of left-maximal and right-maximal

fuzzy truth values.

Proposition 6.27. If f ∈ FRM , then

(f ⊏ g)(x) =

{(
f ∧ gR

)LR
(1) if x = 1,

(
fLR ∧ g

)
(x) otherwise.

(6.12)

Furthermore, if also g ∈ FRM , then it simplifies to

f ⊏ g = fLR ∧ g, (6.13)

and so f ⊏ g ∈ FRM . If g ∈ FLM , then f ⊏ g ∈ FLM .

Proof. The right-maximality of f implies f r(x) = fLR for all x < 1, hence the formula(
fLR ∧ g

)
(x) in case x < 1. If in addition g is also right-maximal, then

(
f ∧ gR

)LR
(1) =

(
f ∧ gLR

)LR
(1) =

(
fLR ∧ gLR

)
(1) =

(
fLR ∧ g

)
(1).

It is easy to see that in this case fLR ∧ g is right-maximal, too.

The left-maximality of f ⊏ g assuming g is left-maximal is as follows. According to

(6.12), f ⊏ g is left-maximal if (f ⊏ g)(1) ≤ (f ⊏ g)(0), i.e.

(
f ∧ gR

)LR
≤
(
fLR ∧ g

)
(0) = fLR ∧ gLR.

It holds for all f, g, since (f ∧ g)LR ≤ fLR ∧ gLR.

By (6.13), it is easy to check the following.

Corollary 6.28. If f, g ∈ F+, then f ⊏ g ∈ F+, i.e. ⊏ is closed on F+.

Proposition 6.29. If f ∈ FLM , then

(f ⊏ g)(z) =

{
fLR ∧ gLR if z = 1,

(f r ∧ g) (z) otherwise,
(6.14)

moreover, it is right-maximal for all g ∈ F .

Proof. Consider the following inequalities. For all x < 1,

(f r ∧ g) (x) ≤
(
fR ∧ gR

)
(x) ≤

(
fR ∧ gR

)
(0) = fR(0) ∧ gR(0) = (f ⊏ g)(1).

Summarizing the above results, the following theorem holds.
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CHAPTER 6. TYPE-2 IMPLICATIONS ON FUZZY TRUTH VALUES

Theorem 6.30. The algebra FM = (FLM ∪ FRM ,⊓,⊔,∗ , ⊏,0,1) i.e. the algebra of left-

or right-maximal fuzzy truth values is a subalgebra of (F ,⊓,⊔,∗ , ⊏,0,1).

Proof. According to the previous propositions, the operation ⊏ is closed on the union

set of left- or right-maximal functions. 0 and 1 are clearly elements of it, and it is also

easy to check that ⊓ and ⊔ are also closed on FM .

6.3 Summary

Current research is just starting to discover the rich structure of fuzzy truth values. In this

chapter we have discussed extended fuzzy implications from two distinct views: extended

fuzzy S-implications and S-coimplications and the extended residual implications and

coimplications (especially the extended residual of ∧).

First, we have discussed type-2 S-implication operators which have a well established

background due to recent literature on type-2 t-norms and t-conorms, in particular to

meet and join. Our investigations show that type-2 S-implications have similar properties

on the lattice of convex normal fuzzy truth values like type-1 S-implications on the unit

interval.

Residual implications (i.e. residuals of conjunctive operations) are fundamental in

fuzzy logic. A (type-1) residual implication can be extended to the set of fuzzy truth

values. In section 6.2 we have discussed such extended operations, in particular the

operation ⊏, the extended residual of ∧.

The following questions are left open for further research:

1. What is the adjoint operation of ⊏ (the extended residual implication of ∧) on F?

2. What is the largest subalgebra of F, where ⊏ is a type-2 fuzzy implication (defini-

tion 6.1)?

3. What is the largest subalgebra of F, where ⊏ and the residual of ⊓ coincide?

78



Bibliography

[1] N.H. Abel. Untersuchung der functionen zweier unabhängig veränderlichen grössen x
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Summary of the results of the

thesis

Chapter 1 reviewed some basic fuzzy concepts. In Chapter 2, the so called ”squashing”

function was introduced. It approximates the piecewise linear cut function in such a way

that its derivatives are continuous, too. This Chapter also investigated the error of the

approximation as well as other properties. Furthermore an application of the squashing

function is shown: the approximation of piecewise linear membership functions such as

trapezoidal or triangular ones.

Chapter 3 introduced a hybrid, fuzzy rule learning model, which is partly based on the

approximation of piecewise linear fuzzy membership functions. The purpose of the model

is to determine a rule set which is concise and easily understandable and well describes

the connection between the input-output data. In short, it operates as follows. After the

fuzzification of the input data, a genetic algorithm evolves the structure of the rules. Each

rule must be in disjunctive normal form, i.e. disjunctions of conjunctions of features, hence

the rules remain comprehensible. Then the fine-tuning of fuzzy membership functions is

done by gradient-based optimization. It is made possible by the continuous derivatives

of the squashing function, which is used to approximate the piecewise linear membership

functions. The Chapter ends with the presentation of the results on well known datasets.

The main results presented in Chapter 4 are as follows. I studied the closure prop-

erties of the classical Compositional Rule of Inference (CRI) on sigmoid-like membership

functions, such as the squashing function. I have shown in which setting regarding the

input, and the rule premise and conclusion does the output preserve its shape, and how

the calculations can be done. I investigated the properties of CRI and interpolation based

reasoning, and the complexity of the calculations of their output. Taken into consideration

the former, I introduced a new fuzzy inference method, the Membership Driver Inference

(MDI). It does not utilize any implication operator or any measure of similitude, the out-

put is only determined by the membership functions of the input and the rule premise and

consequence. I proved that MDI fulfills the fuzzy modus ponens, modus tollens and chain

rule properties. Fast calculations of MDI are shown on trapezoid membership functions

approximated by squashing functions.

In the MDI model a simple fuzzy rule can be regarded as a fuzzy truth value. To

represent composite rules e.g. where the premise is a conjunction of two fuzzy sets,

logical operations are required on the set of fuzzy truth values. Chapter 5 shows results

on reducing the computational complexity of conjunctions and disjunctions of certain

subsets of fuzzy truth values. These subsets are the sets of right-, and leftmaximal, the

monotone and the linear fuzzy truth values.
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SUMMARY OF THE RESULTS OF THE THESIS

In the last Chapter I studied type-2 fuzzy implications, which are implication operators

interpreted on fuzzy truth values. Type-2 fuzzy implications are extended from classical

fuzzy implication operators (i.e. on [0, 1]). In case of extended S-implications I proved

that these operators fulfill the basic requirements of a fuzzy implication only regarding

convex and normal fuzzy truth values. By investigating the algebraic properties of type-2

residual implications and specifically the residuals of the type-2 min/max operators, I also

proved several important properties (e.g. distributivity, or closure properties) including

their necessary and sufficient conditions. I have shown, that the algebra of continuous

left- or rightmaximal fuzzy truth values equipped with the type-2 min/max operators and

their residuals is a subalgebra of the algebra containing all continuous fuzzy truth values.
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Magyar nyelvű összefoglaló

Az els fejezet, azaz a szksges fuzzy alapfogalmak ttekintse utn a második fejezetben az ún.

”squashing” függvényt vezettem be, amely a szakaszonként lineáris, [0, 1] értékkészlettel

rendelkező vágófüggvény egy olyan approximációja, amelynek deriváltjai is folytonosak. E

fejezet vizsgálja továbbá a squashing függvény közeĺıtési hibáját a paraméterei függvényé-

ben, illetve egyéb tulajdonságait is. A fejezet végül a squashing függvény egy alkalmazását

mutatja be: a trapéz alakú, illetve a trianguáris fuzzy halmazhoztartozási függvények

approximációját.

A harmadik fejezet egy olyan hibrid, fuzzy szabálytanuló modellt mutatott be, ame-

lynek egyik alapját a squashing függvényekkel közeĺıtett fuzzy tagsági függvények adják.

A modell célja felálĺıtani egy könnyen értelmezhető fuzzy szabályhalmazt, amely jól

léırja az input és output adatok kapcsolatát. Működése röviden a következő: az input

fuzzifikálása (azaz fuzzy tagsági függvények felálĺıtása) után a szabályok struktúrájának

kialaḱıtása történik egy genetikus algoritmus seǵıtségével. Minden szabálynak diszjunkt́ıv

normálformában kell lennie, ezáltal azok könnyen érthetőek maradnak. Ezután a squash-

ing függvénnyel közeĺıtett fuzzy tagsági függvények optimalizációja következik: mivel

azok deriváltjai folytonosak, egy gradiens alapú lokális optimalizáló eljárás finomhangolja

a fuzzy tagsági függvényeket. A fejezet a tesztelt adathalmazokon elért eredményekkel

zárul.

A negyedik fejezet fő eredményei az alábbiak. A klasszikus Compositional Rule

of Inference (CRI) következtetés zártsági tulajdonságait vizsgáltam ún. szigmoidszerű

függvények (ilyen függvény a squashing is) mellett. Tételesen bizonýıtottam, hogy mely

esetekben (tekintve az inputot, illetve a szably elzmnyt s kvetkezmnyt) marad szig-

moidszerű a következmény, illetve az hogyan számolható ki. A CRI és az interpolációs

következtetés tulajdonságai és az eredményfggvnyek kiszámı́tása nehézségeinek vizsgálata

után, a fentiek figyelembevételével vezettem be egy új fuzzy következtetési eljárást, a

tagsági függvény alapú következtetést (Membership Driven Inference, MDI). Az MDI nem

használ sem implikációs operátort, sem hasonlósági mértéket, a következtetés eredményét

csak az input és a szabály tagsági függvényei határozzák meg. Bizonýıtottam, hogy az

MDI teljeśıti a fuzzy modus ponens, modus tollens és a láncszabály tulajdonságokat. A fe-

jezet azzal zárult, hogy squashing függvényekkel közeĺıtett trapezoid tagsági függvényeken

mutattam be az MDI gyors számı́tását.

Az MDI következtetési modellben egy nem összetett szabály felfogható egy fuzzy

igazságértéknek (fuzzy truth value). Összetett szabályokhoz (például, ha egy szabály

előzménye több fuzzy halmaz konjunkciója) ezért szükség van fuzzy igazságértékeken

végzett logikai műveletekre. Az ötödik fejezet fő eredményei, hogy a folytonos fuzzy

igazságértékek főbb részhalmazaira bizonýıtottam olyan tételeket, amelyekkel a fuzzy
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igazságértékeken végzett konjunkció és diszjunkció számı́tásigénye lényegesen csökkent-

hető. Ezen részhalmazok a jobb- és balmaximális, a monoton, illetve a lineáris fuzzy

igazságértékek.

Az utolsó, hatodik fejezetben a fuzzy igazságértékeken értelmezett ún. ”type-2” im-

plikációs műveleteket vizsgáltam. Ezek megfeleltethetőek egy-egy, a klasszikus fuzzy

logikában (azaz a [0, 1] intervallumon) értelmezett implikációnak. A type-2 S-implikációk

tekintetében bizonýıtottam, hogy azok csak a konvex és normál fuzzy igazságértékek hal-

mazán teljeśıtik a fuzzy logikában elvárt alapvető implikációs operátor tulajdonságokat.

A type-2 reziduális implikációk és különösképp a min/max operátorok type-2 reziduálisai

algebrai tulajdonságait vizsgálva beláttam több fontos tulajdonságot (például disztribu-

tivitás, zártsági tételek), illetve azok teljesüléséhez elégséges és szükséges feltételeket. Bi-

zonýıtottam, hogy a type-2 min/max operátorokkal és reziduálisukkal rendelkező folytonos

jobb- vagy balmaximális fuzzy igazságértékeket tartalmazó algebra részalgebrája az összes

folytonos fuzzy igazságértéket magában foglaló implikcis algebrának.
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