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BEVEZETÉS

Döntési szituációnak nevezünk egy olyan helyzetet, 

melyben egy személy, vagy személyek egy csoportja valamely 

tevékenységével kapcsolatban különböző választási lehetősé­

gekkel kerül szembe. Személyes életünk során szüntelenül ta­

lálkozunk ilyen helyzetekkel, s tapasztalataink, ismerete­

ink, megérzéseink, másrészt érdekeink, céljaink, vágyaink 

befolyásolják döntéseinket. A gazdasági, társadalmi élet is 

számos döntési helyzetet eredményez, és minél nagyobb jelen­

tőségű a probléma, annál inkább szükséges tudatos informá­

ciógyűjtéssel, rendszerezett gondolkodásmóddal, tudományos 

módszerek és eredmények felhasználásával megvizsgálni, meg­

alapozni vagy megcáfolni intuícióinkat. A karácsonyi ajándé­

kok vásárlása például nem igényel különösebb előkészületet, 

egy orvosi diagnózis felállítása és az erre épülő terápia 

megtervezése viszont nem nélkülözheti az előnyök, illetve 

hátrányok tudatos mérlegelését, míg egy úthálózattal, vagy 

egy nagyobb beruházással kapcsolatos jelentőségteljes dönté­

sek meghozatalához már matematikai modellek felállítása és 

számítógépes szimuláció is elengedhetetlen lehet.

A legtöbb döntési helyzetben a döntéshozó, a személy, 

aki a választást véghezviszi, egyszerre több, egymással kon­

fliktusban álló célját szeretné érvényre juttatni, azaz több 

egymásnak ellentmondó szempont, ún. értékelési tényező sze­

rint ítéli meg a választási lehetőségeket, az alternatívá­

kat. Meg kell tehát találnia az elérhető, megvalósítható le­

hetőségek körén belül azt az alternatívát, amely a számára 

legmegfelelőbb kompromisszumot jelenti eltérő szándékai kö­

zött. Mivel az ilyen ún. többtényezős döntési problémák meg­

fogalmazásakor általában nem található olyan egyetlen, "ter­

mészetes" és "kezelhető" szempont, amely a végső döntés a- 

lapjául szolgálhatna, ezért az operációkutatás klasszikus, 

egy célfüggvény szerinti optimalizálási modelljei nem alkal­

masak .
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Nem fejeződhet tehát be az az elemzési, tanulási, újra- 

fogalmazási folyamat, ami az alternatívák, a kényszerek meg­

határozásán, az értékelési tényezők definiálásán, a megfe­

lelő mérési skálák kiválasztásán, a szükséges adatok, infor­

mációk összegyűjtésén keresztül egy formális modell felállí­

tásáig, egy eljárás kiválasztásáig, feltételeinek ellenőrzé­

séig tart, hanem a többtényezős döntési eljárásoknak maguk­

nak is további információkat kell igényelniük a döntéshozó­

tól, hogy ezek hasznosításával hozzásegítsék a probléma, a 

szándékai közötti ellentétek jobb megértéséhez, a számára 

legjobb választáshoz. A döntési helyzet felismerésétől a 

probléma matematikai megf ogal máz ás>ái g tartó, az imént cím­

szavakban jelzett tevékenységeket tartalmazó model 1 építési 

folyamat során felmerülő nagyon fontos, de a\l kai máz ásf üggő 

kérdésekkel kapcsolatban a témában megjelent számos esetta­

nulmányra utalunk, кiragadott példaként megemlítjük Keeney- 

Rai f fa < 1976) könyvének 8. fejezetét, vagy a Ételi és mtsai 

(1977) szerkesztésében megjelent kötet alkalmazásokkal fog­

lalkozó részében található cikkeket. Az egyediségeken túli 

általános mozzanatokat elemzi, és egy egységes módszertani 

megközelítést javasol könyvében Roy(1985).

A bonyolultságuk és nagy jelentőségük miatt nehéz prob­

lémák elemzése, a gyors és eredményes döntések iránti egyre 

nagyobb i gény, a ki asszi kus optimal iz ál ési model 1 ek al kai rna- 

zási nehézségei, valamint a számítógépek egyre hatékonyabb 

és egyre kényelmesebb felhasználásának lehetősége együtt e- 

redményezte azt, hogy az operációkutatás napjainkban talán 

leggyorsabban növekvő területévé vált a többtényezős dönté­

sek elmélete és gyakorlata.
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1. PROBLÉMATÍPUSOK ÉS .MEGOLDÁSI MÓDSZEREK

1.1. A többtényezős döntési probléma

Egy többtényezős döntési helyzet elemei

..... a döntéshozó; a személy, aki érdekei, az alternatívákra

vonatkozó értékrendszere alapján a döntést, választást 

véghez visz i ;

— az alternatívák halmaza; a lehetőségek összessége, amik 

között a döntéshozó választhat;

— a к rit ériumo к_hal máza; azok a tekintetbe vett szempontok,

értékelési tényezők, amik segítségével a döntéshozó ki-fe­

jezi érdekeit, céljait az alternatívák megítélésekor.

Az alternatívák ezután A~val jelölt halmaza lehet véges 

vagy végtelen, explicit vagy implicit korlátokkal megadható, 

fix vagy a döntési eljárás során változó. Szokás az alterna­

tívákat bizonyos attributumaiк. túl ajdonságaiк, jellemzőik 

kombinációjaként szerepeltetni, azaz meghatározni az egyes 

tulajdonságok szerint lehetséges "értékek" Aj <j=l,...,m) 

halmazát, és a pusztán leíró jellegű A—>Aj ún. attributum— 

1 ekéoezéseket. Ilyenkor a- (ax ,. . . ,am) , asA, as A (j = l , . . ,m) 

,azaz ACAi Am. A legtöbb döntési helyzetben az A valódi

részhalmaz, mivel az Ai«...«Am tartalmaz megvalósíthatatlan, 

vagy nem létező attribútum-kombinációkat. Sok formális mo­

dellben mégis felteszik, hogy ..*Am, vagyis a döntés­

hozó képes "értelmes" összehasonlításókra bármely két attri­

bútum m-es között.

A kritériumok C=íci,...,c„} /п£2/ halmazát, az alterna­

tívahalmaznak azok az értékelést kifejező c± : A —> (Ci,Rt) 

<i=l,...,n) "leképezései" alkotják, ahol C± az i.-ik értéke­

lési szempont szerint lehetséges "értékek" összességét, míg 

Rí azt a Ci-n értelmezett, kétváltozós relációt jelöli, amely 

kifejezi, hogy az adott szempontból a döntéshozó mit tekint 

előnyösebbnek. Egy kritérium tulajdonképpen az alternatíva­

halmazon ad meg egy értékelést, ezt hangsúlyozandó használ-
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A —> Citűk a kissé pontatlan jelölést. Az "igazi" 

rendeléseket sokszor tekinthetjük attribútum-leképezéseknek 

is, másképpen, az alternatívák jellemzői sokszor magától ér­

hozz á-

tetődően értékelési tényezőkké válnak egy "természetes" ren­
dezés által. Egy beruházásnak például lehet jellemzője a 

szükséges hitel összege, és a szóbajöhető beruházások közöt­
ti váll ászt ásnál lehet megítélési szempont az, hogy minél ki­
sebb legyen a tartozás.

Kritérium alatt gyakran egy olyan A—>IR -függvényt ér­
tenek, amely a tekintett megítélési szempontból jobb alter­
natíváihoz nagyobb függvényértéket rendel, és fordítva, maga­
sabb függvényérték tényleg jobb alternatívát jelöl, lásd pl. 

Roy~Viиске(1981>. Mi az értékelést reprezentáló Rí reláció­
tól egyelőre nem követeljük meg a valós számokon szokásos le­
rendezés, mint látni fogjuk "szigorú" tulajdonságait.

A döntéshozó lehet személyek egy csoportja is, nem fog­
lalkozunk azonban a különböző ért.ékrendszerü, eltérő érdekű 

egyénekből álló csoportok döntéseivel /'group decision mak­
ing'/, valamint az ún. társadalmi, közösségi választás /'so­
cial choice'/ elméleteivel. Ezekben az esetekben nemcsak az 

értékelési tényezők, hanem az érdekeltek között is ellenté­
tek feszülnek. Az utóbbi témával kapcsolatban Arrow(1963), 
Sert(1970>, Fishburn(1973a) könyvét említjük, míg a csoportok 

döntési problémáit némely, elsősorban az egyéni választásra 

kidolgozott módszer megfelelően módosított váll tozatai val ke­
zelhetjük, lásd pl. Keeney-Rai-ffa < 1976) 10. f e j ez et ét.

Az irodalomban sokszor előforduló autóváisár 1 ési problé­
mában /lásd pl. Kindler-Papp<1977)/ az alternatívák maguk a 

döntéshozó számára elérhető piacon lévő autók, jellemzésükre 

használhatjuk az árat, a teljesítményt, a fogyasztást, a ké­
nyelmességet, a színt, az ajtók számát stb.. Az alternatíva­
halmaz itt véges, implicit korlátokkal, fel sorol ássál mega­
dott, fix. Az imént felsorolt attribútumok közül az ár, a

a fogyasztás természetes módon kritériumok is 

lehetnek feltéve, hogy a döntéshozó előnyben részesíti az
teljesítmény
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valószínűségi eloszlásokat. Ilyenkor a választás következmé­

nyei ismertek, szemben az ún« sztochasztikus esettel, amely­

ben a döntés következményei a döntéskor nem ismertek teljes 

bizonyossággal. Gondoljunk arra, hogy az autóvásár1áskor azt 

a szempontot is határozottan figyelembe vehetjük, hogy az 

autót mire fogjuk használni. Ugyanis mindennapi használatra, 

költözködésre, kirándulásra vagy éppen versenyzésre más és 

más tulajdonságú autók a legmegfelelőbbek. A sztochasztikus 

esetre vonatkozóan a kővetkezőkre utalunk: Neumann -- Morgen- 

stern<1947), Fishburn<1970a), Keeney-Raiffa<1976), Pfanzagl 

(1968), Fishburn(1981).

1.2. Többcélú programozási módszerek

A többtényezős döntési problémát természetes az egy 

célfüggvény szerinti optimalizálási modellekhez hasonlóan 

megfogalmazni, az ott elért eredményeket segítségül hívni. 

Az alternatívaha.1 mázt ilyenkor explicit, matematikai formá­

ban kifejezhető korlátokkal adjuk meg az ún. d ön t és t ér b en . 

vagyis A=í;i<HlRm : g* <x_) Ü0 k=:l , . . . ,p> , ahol д*:1К'п—>IR <k=l , . . . 

,p) valamilyen függvények. Az x.= <x * ,. . . ,xm> komponenseit 

d öntési уáltoz óknak nevezik. Az alternatívahalmáz tehát 

többattributumos szerkezetű Aj-IR (j--l , . . . ,m) , AcA3. •<. . . ::Am , 

és az alternatívákat azonosítottuk az egyes attribútumok 

szerinti értékek kombinációival. A kritériumok szintén valós 

értékű függvényekként adottak , az az CiClR, F< s. - 'a (i~.t, . . . ,n) » 

Ez magában foglalja azt a feltevést, hogy az adott szempont 

szerinti magasabb érték tényleg jobb. A kritériumokat repre­

zentáló fj. : A (ClRrn) •—>IR <i=l,...,n) célfüggvényekkel a követ-

кez ő ún. vektormax i mai i z ál ási__ problémaként fogai mazhatjuk
meg az eredeti problémát:

" Max " < f 1 < x.) , . . . , f „ (X.) )

Mivel az alternatívák képei az ún. cél térben. IR’-’-ben, csak

xeA .
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parciálisán rendezettek a fenti "a több, jobb" feltevés a- 

1 apján, így a vektorma:: i mai i z ál ási probléma matematikailag 

rosszul definiált, ezért használtunk idézőjelet.

A kritériumok közötti konfliktus úgy nyilvánul meg, 

hogy az alternatívahalmáz legtöbbször nem tartalmaz ideális 

megoldást. ami egyszerre jelent- optimumot az összes célfügg­

vény szerint, és aminek az ideális pont a képe a cél térben. 

Vannak viszont, általában túl sokan is, olyan lehetséges 

megoldások, melyekhez nem találhatók semmilyen szempontból

de valamilyen szempontból határozottan jobb 

lehetséges megoldások. Az ilyen >;EeA efficiens megoldásokra 

tehát igaz, hogy nincs olyan >; a A, hagy VieNs f* (x_) éf ± <x_e) ,

és 3i sN <; =í 1 , . . ,n> ) г f ± (}±) >f ± (х.е) teljesülne. Mivel azt mond­

juk, hogy % dominálja >:g-t, ha 3i <=N: f i (x.1 > >f A ('dJ2) és VisN: 

fi(xl)ifi<x2), nem meglepő, hogy az efficiens megoldásokat 

gyakran nemdominált megoldásoknak is nevezik.

Lehet osztályozni a többcélú programozási módszereket a 

kritériumok aggregálásához szükséges további információ 

génylésének időzítése szerint, lásd pl. Hwang-Masud < .1979) . 

Az optimalizálást megelőző i nformáci ónyújt ást megkívánó mód­

szerek tulajdonképpen egy "abszolút" célfüggvény megkonstru­

álásával "visszavezetik" a feladatot egy egyetlen célfügg­

vény szerinti optimalizálási problémára. Tehetik ezt egy o— 

1 yan v: ÍR1"1.....>[R ún. ért ékf üggvénv /'value function'/ meghatá­

rozásával, melyre a v(f t íx1) ,. 

pontosan akkor teljesül, ha a döntéshozó legalább olyan jó­

nak tartja az x.1 alternatívát, mint az x^-t; de tehetik kri- 

téri úrnőnkénti ún. el vár ási szintek. és a szintek el nem éré­

sét csökkenéssel, míg minél jelentősebb meghaladásukat egyre 

nagyobb növekedéssel "jutalmazó" célfüggvény meghatározásá­

val; az ideális ponthoz valamilyen távolságfogalom szerint 

legközelebb eső lehetséges megoldás megkeresésével; vagy ép­

pen a kritériumok prioritását tükröző lexikagrafikus rende­

zés bevezetésével.

A második csoportba az ún. interaktív módszerek tartóz-

sem rosszabb

i~

fnlx'DlvífHü2)« " 9 9 ■ ■ 9
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nak, melyek az optimalizálás folyamatában, lépésenként i- 

génylik és dolgozzák fel az információkat, de az eredmények 

közlésével segítik is a döntéshozót a probléma megértésében, 

továbbá lehetőséget adnak az előzőek módosítására is. Egy 

lépésben általában egy, az eredeti problémához kapcsolódó 

egyetlen célfüggvény szerinti optimalizálás történik. Az e- 

redmény ismeretében a döntéshozó további információkat nyújt, 
egy újabb, remélhetően kielégítőbb megoldást adó feladat de­
finiál ásához, és így tovább egészen addig, amíg a döntéshozó 

számára elfogadható megoldást nem kapunk. E módszerek válto­
zatos optimalizálási modelleket alkalmaznak és különböznek a 

megkívánt információ tartalmát és formáját tekintve is.
A harmadik csoportot azok a módszerek alkotják, melyek­

ben először meghatárózzák az összes efficiens pontot, de 

legalábbis kellően sokat, és a döntéshozó utólag választ kö­
zülük. érdekes és sokat vizsgált kérdés az, hogy milyen al — 

g orit musokк a1 1 ehet meghatár oz ni az ossz es efficien s p on tot, 
vagy lineáris kényszerek és lineáris célfüggvények esetén az 

összes efficiens csúcspontot. Az elméleti alapokkal kapcso- 

1 a tban u t a1un к Szid аг оvsz к у-Mo1n ár(1986) к önуv én e к 3.f e j ez e- 

téré. E módszerek alkalmazási területét behatárolja az a 

tény, hogy a túl sok efficiens megoldás közüli választás 

gyakoriati1ag kivi hetet1en.
További szempontok, pl. lineáris vagy nemlineáris-e a 

model 1 j vart-e diszkrét döntési változó, vagy mind folytonos; 

szerinti osztályozást és a konkrét módszerekre vonatkozó i~ 

rodalmi hivatkozásokat ad Evans(1984). A témában megjelent 

kézikönyvek közül Chankong-Haimes<1983) és Steuer(1986) mun- 

k áj át em1í t jük.

1.3. 'Out г ап кing '...módszerek

Az implicit korlátokkal, pl. felsorolással megadott,

-8-



véges és nem túl sok elemet tartalmazó alternatlvahalmázon 

végrehajtandó különböző feladatok, pl. a "legjobb” elem ki­
választása, "jó" elemek részhalmazainak meghatározása, az e- 

lemek "jóság" szerinti sorbarendezése stb., megoldásában se­
gíthetnek a gyakori at i 3. ag könnyen kivitelezhető ún. 'out­
ranking' módszerek.

Közös kiindulási alapjuk az, hogy az alternatívák kö­
zötti, az előző alfejezetben definiált, általában túl szegé­
nyes dominanciarelációt kell gazdagítani a döntéshozó biztos 

,határozott ítéleteire támaszkodva anélkül, hogy irreálisan 

szigorú feltevésekkel éljünk egy egzaktabb matematikai leír­
hat óság kedvéért. Más szempontból ez azt jelenti, hogy e 

módszerek heurisztikusak, a rugalmas alkaimazhatóságért és 

egyszerű kezelhetőségért a matematikai megalapozásról, pl. 

egy axiomatikus felépítésről kell lemondanunk.
A módszerek alkalmazása az egyes kritériumok felépíté- 

sének a 1 ap j áu 1 sz ol g ál ó ol yan fii A— >IR (i --1 , . . . , n) ún. sк á- 

1 afüqcivénvek megadásával indul, melyeknél az adott szempont­
ból "határozottan jobb" alternatívához nagyobb skálaérték 

tartozik. Technikai, leíró jellegük miatt tekinthetjük őket 

attribútum-leképezéseknek is, tágabban értelmezve az 1.1.al­
fejezetben használt definíciót. Mivel nagyobb skálaérték nem 

feltétlenül jelent "határozottan jobb" alternatívát., рэ 1 . va­
lószínűleg mindegy, hogy egy autó maximális sebessége 120 

vagy 130 km/h; továbbá különbség lehet értékítéleteink erős­
ségében, bizonyosságában is, pl. valószínűleg "határozottab­
ban jobb"-nak ítéljük azt az állást, amely 4000, mint amely 

2000 Ft-al magasabb fizetést jelent egy harmadik álláslehe­
tőséggel szemben, ezért az 'outranking' módszerek bizonyos 

küszöbértékek, ill. az értékítéletek határozottságát kifeje- 

oreferéneia-intenzit ás f üqqvényeк meg h at ár оz ás áv a1 foly­
tatódnak. Ezek felhasználésával alakíthatók kritóriumokká a 

skálafüggvények. A döntéshozóval folytatott konzultáció fo­
lyamán meg kell tehát határoznunk olyan 0íst áti küszöbérté­
keket, ill. hi:IR—>C0,1.1 (i-l,...,n) monoton nem csökkenő

•z ő
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függvényeket, melyekre teljesül, hogy h±<x>-~0 ,ha xá st 

0<hi <x)< 1 , ha s i < x it ± ; h ± (>;) •-1 , ha t ± áx 5, valamint, hogy

az "asA preferált a fos A--hoz képest az i.-ik tényező szerint" 

ítélet határozottsági fokát a h± < f ± (a)-f * <b) ) sC0,.13 érték

ad j a meg»

5

Az s indi f f erenciaкüszöfo bevezetésével a nem számottevő 

skálaértékbeli különbségektől való el tekint és, míg a t pre- 

f er- еп c i а к üsz öb segítségével a teljesen bizonyos értékítéle­

teket eredményező különbségek megadása válik lehetővé. A 

közbülső tartományon való viselkedés jellemzésére alapvetően 

к ét típus ú i n t e n z i t ás f üg g v én у t h a s z n á 1 n а к , a 1 i n eárisat /1 d.

1 „ 3. 1. ál.) r a / , ill. a 1 ép esősét / 1.3. 2. ábra / „

AЛ
h<x> I h (x )

1 +1 +

1/2 +
I

I
00 I

----------- -1------------------------> + ------ +—...... y+
tt xs X s

1.3.2. ábra Lépcsős 

/x«f (. >-•f (. )/

1.3.1„ábra

p r eferencia—intenzit ás függ v én у

L i n e ár i s

A hagyományos, matematikailag jól kezelhető kritériumok az 

s--t=0 esetként adódnak. Ilyenkor a skálafüggvények reprezen­
tálják a kritériumokat, mint például az előző alfejezetben 

t ár g у a 11 t öb b c: él ü p rogr amoz ás i m ód sz er e к b en i s.
A tekintettbe vett szempontok szerinti értékeléseket 

ilymódon reprezentálva, azok aggregálása következik. Ez 

többféleképpen megtehető, de várhatóan mindenképpen eredmé­
nyesebbek vagyunk, ha jobban támaszkodunk a fontosabb szem­
pontokkal kapcsolatos ítéletekre. Szükség van tehát az érté­
kelési tényezők relatív fontosságát kifejező w*áü <i=l,..,n>

-10-



EiWi. = 1 súlyok meghatározására is, ugyancsak a döntéshozótól 

származó információk alapján.
A továbbiakban először a Roy, ill. a Roy és munkatársai 

által kidolgozott EL.ECTRE módszerek /ld. pl. Roy<1973,1977), 
Roy-Vincke(1981)/ közül röviden az ELECTRE-I módszert /ld. 

Roy<1968), magyarul pl. Kindl er-F'app < 1977) , 5zidarovszky- 

-Molnár<1986)/ ismertetjük, főleg a későbbiekben előforduló 

hivatkozások kedvéért, majd a tudomásunk szerint magyarul 
még nem ismertetett, Brans és Vincke által kifejlesztett 

PRQMETHEE módszereket /Brans-Vi ncke? (1985) , a sztochasztikus 

esetre való alkalmazását ld. Mareschal<1986)/ tárgyaljuk, 

elsősorban egyszerű gyakorlati alkai mazhatóságuk miatt.
Az ELECTRE módszerekben az 'outranking' reláció /gon­

doljunk a "legalább olyan jó, mint" értékelésre és a rövid­
ség kedvéért jelöljük "S"~el/ megkonstruálásánál két alter­
natíva /mondjuk. a és b/ összehasonlításakor meg kell 

gálnunk, hogy mely kritériumok támasztják alá az a"S"b ki­
jelentést, és melyek mondanak neki ellent.

Az a"8"b állítással összeillőnek tekintenek minden o- 

lyan kritériumot, mely szerint 

össze nem illőnek az olyanokat, melyek szerint b"határozot- 

tan jobb"a—nál. Természetesen számít az érvek, ill. ellenér­
vek fontossága is, ezeket két különböző elv ' szerint számí­
tott értékkel fejezik ki.

Az ELECTRE-I módszerben, ahol nincs lehetőség kritériu-

viz S“

a"nem rosszabb"b-nél, és

monkénti i ndi f f erenci a-, i .11 . pref erenci aküsz öbök megadására,
a"S"b—vei összhangban levő(i --1 ,. . . , n) , az

к rit ériumo к jelen t ős ég ét a
s1-t1=0azaz

= E w*<l-h±<ft<b)-f1(a)))c (a, b)
1 “» 3.

képlettel definiált ún. к on к or d an c i a- i n de>; sz el fejezzük ki. 

összegezzük tehát a fontosságokat reprezentáló súlyokat, de 

eltekintünk az egyes kritériumok szerinti skálaértékek kü­
lönbségeinek nagyságától. A konkordancia-indexre mindig igaz 

a 0£c<a,b>£l ; minél közelebb van 1-hez, annál jelentősebb
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a"B"b kijelentést ; értéke 1 ,szempontok támasztják alá az 

ha a dominálja b-t.
Az ellenérvek fontosságát 

adja meg, кép1 ete

ún. diszk ordáncia-ind exaz

d<a,b> = max ÍWi gi <f i <b)-f j. (a) ) : i=l,...,n>

olyan lineáris preferencia-intenzitás függvény,, ahol
mel yre Si=Ö , t * =max Cf i (a) : aeA1 --mi n íf i í a > : ae A3- < i = 1 ,. . . , n) . 
Itt lényeges szerepet játszik a skálaértékek különbségének

gi

nagysága, de az ellenérvek nem erősítik egymást, hatásuk nem 

összegződi k.
Választva egy 1-hez közeli 

szöbért éket az
c és egy О-hoz közeli d kü~

aSb :<—> c(a,b>l-c és d(a,b)ád

S reláció várhatóan jól közelíti az "S" ér­
tékelést, hiszen el ég súlyos érvek szólnak mellette és nincs 

olyan mértékű ellenérv, amely kijelentésünket megvétózhatná« 

A most ismertetett konkordancia—diszkordancia elv 

az ELECTRE módszerekben, az ezen elv alapján felépített 

'outranking' reláció hasznosítása azonban 

feladatt ípusokra 

jezetben alaposabban meg fogjuk vizsgálni a kritériumok agg­
regál ására itt használt koncepció tulajdonságait.

által definiált

kö-
z ös

már к ül ön bős őa
tervezett módszerekben más és más. A 3.fe—

A PROMETHEE módszerekben is a h± preferencia-intenzitás 

függvényekkel alakítjuk kri tóriumokká az fi skálafüggvénye­
ket. Az első lépés ezek, valamint a wt kritériumsúlyok meg­
határozása a döntéshozóval folytatott megbeszélés útján. Ez­
után a

= E wihi(fi(a)-fi<b>)p(a,b)
1—1

képlettel definiált ún. preferenci а-indexet számítjuk ki 
minden a,beA alternatívapárra. Ez a jellemző is, hasonlóan a 

konkordancia-indexhez, mindig 0 és 1 közé esik, de egyrészt 

az a"határozottan jobb, mint"b kijelentés mellett szóló ér-
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vek erejének mértékéül szolgál, másrészt ha a dominálja b—t 

, а к к or sem -fel t ét 1 en ül p < a, b) = 1 , v i sz on t biz t osan p (a, b) =0. 

Lineáris preferencia-intenzitás függvényt használva arra is 

módunk van, hogy a skálaértékek különbségeinek nagyságát. is 

figyelembe vegyük. Kaptunk tehát egy olyan nemnegatív elemű 

mátrixot, melynek főátlójában csupa 0 elem áll, és elemeire 

teljesül, hogy p(a,b)+p<b,a)ül Va,b tA-ra. /ld„ 1.3.3.ábra/

II ba
— — ~j~ —....

... 0 ..... p a , b ) ... К (a)a

К (b >b j. p(b,a) .... 0

В (a) В <b)

P r e f e r e n c i a—i n t e n z i t ás m át r i x1.3.3. ábra

Ezzel tulajdonképpen egy nemnegatív súlyú élekkel rendelkező 

irányított gráfot is kaptunk az 

t í v ár а к i в z ám í t v a a
A halmazon. Minden alterna-

,i11etve B í a) = E p (>: , a)К (a) = E p í a , x )
к наM *m

mennyiségeket, a preferencia-intenzitás mátrix sor-, ill. 

oszlopösszegeit, másképp a kimenő, ill. bejövő élek összsú­
lyát, definiálhatunk egy P1 preferencia-, egy I* indifferen­
cia-, és egy H1 összehasonlíthatatlansági relációt a PR0MET- 
HEE—I módszer szerint a következőképpen:

aP1 b . < — > í К < a) Ж < b) és В (a > LB < b > 1 vagy
С К (a) L К (b > és В < a) < В < b ) 3 ;

а 11 b : < — > К<a)-К(b) és В(a)=B íb) 5

aH1b :<—> egyébként «
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Amennyiben bármely két alternatívát össze akarunk ha­

sonlítani értékszempontból, tehát pl. az olyanokat is, me­

lyeknél az egyikből mind a kimenő, mind a bejövő élek össz­

súlya nagyobb, követhetjük a PROMETHEE-II módszerét. Esze­

rint ugyanis az N <a) : =K <a) ~E< <a> nettó folyamérték segítsé­

gével tetszőleges alternatívapárt össze tudunk hasonlítani,

és az

aP11 b :< — > N(a)>N(b) ;
a11 *b :< — > N(a)=N(b>

definíciókkal olyan relációkhoz jutunk, melyekre P*cPI:t ,

teljes. A teljes összehasonlíthatóságért 

tehát a preferencia-, ill. indifferencia-reláció határozott­

ságának csökkenésével fizettünk.

Az egyszerű megvalósíthatóság mellett a döntéshozó ál­

tal valamilyen formában meghatározandó paraméterek /súlyok, 

küszöbértékek/ viszonylag kis száma, és azok tártál mának va­

lamint az eredményre gyakorolt hatásának könnyű értelmezhe­

tősége is a módszer előnyei közé tartozik. A kimenő, ill. 

bejövő folyamérték definíciója, továbbá az összehasonlítás­

ban játszott alapvető szerepük alapján felmerül a kérdés, 

hogy a felépített relációk függnek-e az alternatívahalmaz 

választásától. Gyanakvásunk jogosságát igazolja a következő

és PIT-UI X XIs El X I

A= f a,b,c,d,e,f > és к ét egy- 

f ormáén. fontos értékelési tényezőt veszünk figyelembe, Wi~ 

-w^-1/2. Az alternatívák paramétereit az alábbi táblázat 

tártál mazz a:

1 - 3. 1 .Példa; Tegyük fel, hogy

b d fI a c e
fi 1 2 3/2 1 1/25/2 3

I
1/2 1fa I 3/2 2 3 5/2

Tegyük fel továbbá, hogy a preferencia-intenzitás függvé­

nyek lineárisak és az indifferencia-,i11. preferenciakü­

szöböket is azonosaknak ítéli a döntéshozó, pl. 5i=sa=l/4 

ti=ta=5/4 -nek. Kapjuk, hagy
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г о ,ha xál/4 

,ha 1/4<х35/4 ; 
, ha 5/4<х

5
hi (к) = h я < и) ~ ■: к -1 / 4

L 1

Szűkítsük le először az alternatívahalmazt Ai=ía,b,c,d>
majd tekintsük az A3=ía,b,c,f> problémát. A megfele­

lő pr ef erenci a-~i ntenz i t ás mátrixok a következők;
-re,

la b c dl
0 1/4 1/4 1/4 I 3/4

d I Ki 
0 1/4 3/4 3/4 I 7/4

b ca
a !a

;
b I 1/4 О 3/4 3/4 7/4b I 1/4 0 1/4 1 I 6/4

I
1 111/4 с I 3/4 1 0 1 111/41 3/4 0c I

Id I 3/4 1/4 1 0 8/4d I 1/4 3/4 1 О | 8/4
B3| 7/4 6/4 8/4 11/4 11Bii 6/4 7/4 8/4 11/41

Mivel Ki (a) >Ki <b) és BHaKBiíb) így a PROMETHEE-I sze­
rint aP 11 b , másr ész t Ka < a) < K3 <b) és B2 < a) >B-_z < b ) , t eh át
ЬРяха . Változatlan egyéb körülmények mellett lett tehát 

ellentétes két alternatívának a PROMETHEE módszerek sze­
rinti értékelése pusztán attól, hogy milyen más alterna- 

t í v á k a t. vett ün k f i g у e 1 e m b e.

1.4. Additív h a s z n о s s ág f üa q v én у eh: illeszté s e i

Az előző két al fejezetben ismertetett módszerektől 

téröen az itt érintett kérdések jóval szorosabban kapcsolód­
nak. a döntéshozó értékeléseinek reprezentálását megadó for­
mális modellhez, hiszen az elméletileg feltételezett össze­
függésekben szereplő mennyiségek gyakorlati meghatározására, 
becsléseire irányulnak, éppen ezért részét képezhetik olyan 

döntési eljárásoknak is, melyek az adott modellen alapsza­
nak, Jó példa erre az 1.2.alfejezetben említett, a tényezőn­
ként! célfüggvényeket egyetlen célfüggvénnyé aggregáló, és a

el -
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globális értékeléseket kifejező űrt. érték--. vagy hasznosság- 

függvények konkrét meghatározásának problémája.
Az alternatívákat szerepel tessük most is attribútumaik 

kombinációjaként, azaz A=AX ::. . . ::A 

teznek olyan u : Aj — >iR < j = 1 , . . . , m) függvények, melyekkel a 

döntéshozó "a*=A legalább olyan jó, mint b-=A" megállapítását 

a EjUj(а) b EjUj<b) egyen1 őt1enséggel reprezentálhatjuk a- 

kármilyen a,beA esetén, tehát, a globális hasznosságfüggvényt 

a tényezőnként! hasznosságokat kifejező függvények összege­
ként adhatjuk meg. Egy ilyen felbontást biztosító axiómai- 

rendszert elsőnek Debreu(1960) talált végtelen alternatíva- 

halmazra. Fishburn(1970a) könyvében megtalálható az eredeti, 

topológiai eszközöket használó bizonyítás éppúgy, mint a ha­
sonló eredményt adói algebrai megközelítés, vagy a véges al­
ternatívahalmaz esetén szükséges f el t étel r endszer . Ez utóbbi 

két területet tárgyalják Krantz és mtsai < 1971) is.
Az általános esetben az Uj függvények meghatározásának 

alapvetően kétféle megközelítése van. Az egyikben komponen­
senként külön-külön becsli к a hasznosságfüggvényeket, majd 

alkalmas skálázás! súlyok segítségével teszik őket összemér­
hetővé, a másik megközelítés szerint pedig egy kulcsfontos­
ságú Uj-ből a tényezők к öl csönbatásai t kifejező konmenz ál ási 

csereért ékek /'tradeoff'/, vagy ún. indifféréneiagörbék se­
gítségével határozzák meg a többit.

A témában alapvetőnek számít Keeney-Rai f f a < 1976) munká­
ja, melyben az elméleti eredmények összefoglalása mellett 

hasznos gyakorlati tanácsokat is találunk a determinisztikus 

és a sztochasztikus esetre egyaránt, és további /pl. multi­
plikativ/ reprezentációk lehetőségével is megismerkedhe- 

t ün к.

Feltételezzük, hogy lé-m "

érdemes külön megemlíteni azt az esetet, amikor Aj-~IR 

<j=l,...,m>, vagy amikor az alternatívahalmázt a kritérium­
függvények Ci: A—>IR <i = l,...,n) segítségével először leké­
pezzük. A Jacquet-Lagreze és Siskos<1982> által javasolt UTA 

módszer a lineáris programozás segítségével ismert értékíté-
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letekhez "legjobban" illeszkedő Eiw»Ui (. ) formájú, olyan 

hasznosságfüggvényeket határoz meg, amelyekben az u±(.)~k 

szakaszonként lineáris, normalizált /azaz П0,11-ге képező/ 
függvények, a Wi~k pedig súlyok /azaz nemnegativok és 

sz eg ük 1 / .
ősz -

A még egyszerűbb E± w*к± alakú ún . súl vozott 1 ineáris

modellben a kérdés lehet csupán a w± súlyok meghatározása 

különböző feltevések és információk alapján /ld. pl. Church— 

man-Ackof f (1954) , Knol 1 --Engel berg ( 1978) , Sri ni vasan-Shocker 

(1973b)/; vagy a súlyokon kívül az ideális pont, esetleg a 

kr i t ér i umf üggvények hiányában még az alternatívák skálázása 

is eredményül adódhat, mint pl. Srinivasan-Shocker<1973a) 

vagy F'ekel man-Sen (1974) módszerében.
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2. EGYTÉNYEZŐS ÉRTÉKELÉSEK MODELLEZÉSE

A döntéshozónak az alternatívákra vonatkozó értékítéle­

teit általában az alternatívahalmázon értelmezett kétválto­

zós relációkként reprezentál j ák. El fejezetben Roubens-Vincke 

<1985), ill. Fishburn(1972) alapján összefoglaljuk az érték- 

rendszerek algebrai jellemzésében szereplő tulajdonságokat, 

valamint bizonyos relációtípusoknak a valós számegyenesre 

történő relációtartó leképezéseit. Ezen modellek alapján tu­

dunk egy valós döntési helyzetben az alternatívákhoz a dön­

téshozó ítéleteinek megfelelő hasznosságértékeket rendelni.

2.1. Kétváltozós _rel áci ók ,__rendez ések

A-val a relációk, alaphalmazát, és tegyük fel,Jelöljük
hogy A 5*0 .

Azt mondjuk, hogy az A-n értelmezett két-^.L-J^Deflníci jós.

változós R reláció

,ha aRa 

,ha nem(aRa)
ref 1 ex ív

" irreflex ív 

“ szimmet,rjjkus , ha aRb —> bRa 

antiszimmetrikus ,ha CaRb és bRa1 —> a~b 

aszimmetrikus ,ha aRb — > nem(bRa)
,ha a5*b —> CaRb vagy ЬЕаЗ 

, ha aRb vagy bRa 

,ha CaRb és bRc3 —> aRc

teljes
- erősen teljes
- tranzitív
~ neaativari tranzitív

,ha Cnem (aRb) és nem<bRc)3— >nem(aRc) 

,ha CaRb és bRc3—>CaRd vagy dRc3 

,ha CaRb és c.Rd3— >CaRd vagy cRb3
- szemitranzitív

Ferrers-tipusú
teljesül minden a,b,c,d e A-ra.

Az utóbbi három kevésbé ismert túl ajdonságra teljesül az a~
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lábbi, a definíciókból azonnal adódó

Ha az R kétváltozós reláció
- aszimmetrikus és negatívan tranzitív, akkor tranzitív;
- irreflexív és szemitranzitív, akkor tranzitív;
- irreflexív és Ferrers-típusú, akkor tranzitív;
- irreflexív, tranzitív és teljes, akkor negatívum tran­

zitív;
~ aszimmetrikus és negatívan tranzitív, akkor szemitran- 

z i t í v;
- aszimmetrikus és negatívan tranzitív, akkor Ferrers- 

-típusó;
- erősen teljes és tranzitív, akkor szemitranzitív;
- erősen teljes és tranzitív, akkor Ferrers-típusú.

2. 1. 1. Д11 ításj.

Rendezéseknek hívjuk a tranzitív relációkat. Célszerű külön 

nevet adni a fontosabb, gyakrabban előforduló rendezéseknek. 
Sajnos e területen még nem alakult ki egy egységes névhasz­
nálat, ez ér t sz ükséges а к övét к ez ö

2.1.2.Definíció; Azt mondjuk, hogy az R tranzitív kétvál­
tozós reláció
- szigorú parciális rendezés ,ha irreflex ív;
- intervallum rendezés ,ha irreflexív és Ferrers—t ípusú;
- sz. em i r en d ez és , ha sz emi t r an z i t í v intervallum r en d ez és;
- gyenge rendezés ,ha aszimmetrikus és negatívan tranzi­

tív;
- szigorú teljes rendezés ,ha irreflexív és teljes;
- eLörenclezés ,ha reflexív;

- teljes el őrendez és ,ha erősen teljes;
- parciális rendezés ,ha antiszimmetrikus el őrendez és; 

teljes rendezés ,ha antiszimmetrikus teljes elörende-
z és.

Érdemes megvizsgálni az egyes rendezéstípusok között fennál­
ló viszonyt. Alapvetően két nagy, egymástól idegen osztályba 

sorolhatóak. Az első öt rendezés aszimmetrikus, míg a mási к
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négy reflexív. Az aszimmetrikusak a fel sorol ásnak megfelelő­
en egyre szükebb rendezésosztályokat alkotnak, azaz

2. 1.2. Ál 1 it áss
{szigorú teljes r. > c {gyenge r . > <= {szenti r . У c 

c {intervallum r.3- c {szigorú parciális r.>

Az állítás azonnal adódik a definíciókból és
foglaltakból, a tártál máz ások szigorúságának bel át á— 

s áh oz pedig t eкint sük az a1ábbi p éldákat.

2. 1.1.ál 1í-a

t ásban

2.1.1. Pél da Legyen A=Ca, b , c: ,d , el-. Egy R kétváltozós relá­
ció természetes módon definiál egy irányított gráfot az 

alaphalmazon, és viszont.
(a) példa gyenge, de nem szigorú teljes rendezésre:

A reláció nyilván nem teljes.

<b> példa szenti rendez ésre, ami nem gyenge rendezés:

A reláció nem lehet negatívan 

t r a n z i t í v, h i s z e n p 1 . 
nem(bRd) és nem(dRc), de bRc.

(c) példa olyan intervallum rendezésre, amely nem sz emi ren­
dez és:

A reláció nem szemitranzitív, hi­
szen pl. aRb és bRc ,de sem aRd 

sem dRc nem tel jesül .
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id) példa szigorú parciális, de nem intervallum rendezésre:

A reláció nem F e r r e r s -1 í p u s ú, h i - 

szén pl. bRc és dRe ,de sem bRe 

sem dRc nem igaz»

A reflexív rendezések közötti viszonyt a következőképpen 

je11 emez hetj ük«

2.1.3.Ál 1ításs
{teljes r«> c {parciális r.J c {el őrendezés> 

{teljes r»> c {teljes e 1 őr „ ]■ c {el őrendez ésl-

Most is csak a tártál maiz ások szigorúsága szorul indoklásra»

Legyen A= ía,b,c,d3 »

(a) példa olyan el őrendez ésre, amely se nem parciális, se
nem teljes el őrendez és; 

A reláció nem antiszimmetrikus, hi­
szen a R b és b F; a és a t-b , e z e n к í v ü 1 

n уi1v án n em is er Ösen telj es«

{fo > példa parciális rendezésre, amely nem teljes el őrende-
z és;

A reláció nem erősen teljes.

<c> példa teljes el őrendezésre, amely nem parciális rende-
z és;

A relátció nem lehet ant i sz i mmetri kus, 
hiszen bRd és dRb és íj?-d »

a

db <r

c
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Preferencia, indifferencia. assz ehasonl ít hatatl ans ág2.2.

Szokásos feltevés, hogy a döntéshozó két választási le­
hetőség összehasonlitásakor
- az egyik alternatívát határozottan jobbnaik, előnyösebbnek 

ítéli, azaz preferálja a másikkal szemben;
-- a két alternatíva között nemi talál lényeges különbséget, 

vagy bizonytalan a különböző szempontok szerinti előnyök, 
ill. hátrányok megítélésében, azaz indifferens közöttük;

- nem tartja összehasonlíthatónak a két alternatívát. 

Például két azonos áru közül előnyben részesítjük az olcsób­
bat, de lehetünk közömbösek, ha az olcsóbbért például sokat 

kell utazni. Tarthatja egy egyetemista nem összehasonlítha­
tónak azokat a lehetőségeket, hogy este is tanuljon a vizs­
gájára vagy megnézzen egy jó filmet, esetleg fusson; de le­
het indifferens a mozi és a sportolás között, és lehet neki 

mindegy az is, hogy futni vagy úszni megy-e. Elképzelhető 

viszont, hogy mindegyik lehetőséggel szemben előnyben része­
síti az alvást.

A fentiek alapján a döntéshozó értékrendszerét három az 

alternatívahalmazon értelmezett bináris relációval modellez­
hetjük. A relációkra tett "természetes", "ésszerű" feltevé­
seket foglalja össze a

A (P , I , H > r e 1 ác i óh ár más t PXM.iLCiinci.a- 

- s t r u к t úr án а к nevezzük, ha teljesülnek a következők:
a P preferenci a-reláció aszimmetrikus;

< i i ) az I indi ff er énei, a-rel áci ó reflexív és sz i mmetr i kus; 

<iii> a H összehasonl í that at 1 ansáai reláció irreflexív és

2.2.1.Defin íció:

(i )

szimmetrikus;
(iv) a PuluH erősen teljes;

a P,I,H páronként diszjunktak.(v)

P,I,H—val mindig az előbbieket teljesítő relációkatEzentúl
jelölünk.

Minden preferencia-struktúra jellemezhető egyetlen két-
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változós reláció segítségével is, nevezetesen a "preferált 

vagy indifferens", kevésbé szabatosan a "nem rosszabb, mint" 

relációval.

A (P,I,H> preferenci a-struktúra karakté- 

I" i sztikus rel áci áj án а к nevezzük az R=P и I relációt.
2. 2.2. Definíció;

preferencia-struktúra jellemzése a karakterisztikus relá­
ciójával nyilvánvalóan a kővetkező:
A

> aRb és nemíbRa)aPb < ;
а I b < > aRb és bRa ;

> nem(aRb) és nem(bRa) .aHb <

Ugyanakkor, kiindulva egy tetszőleges reflexív R relációból, 

a fenti ekvivalenciákkal definiálható egy preferencia-struk­
túra, amelynek a karakterisztikus relációja a kiindulási R„

A karakterisztikus reláció néhány azonnal adódó tulaj­
donságát fogalmazza meg a

E-gy R karakter i szti kus reláció
- mindig reflexív, így sosem aszimmetrikus ц
- akkor és csak akkor szimmetrikus, ha P=í3 ;
- pontosan akkor antiszimmetri kus, ha I~P= C (a ,a) : VasAl- ;
- akkor és csak akkor erősen teljes, ha H=0 ;
- pontosan akkor tranzitív, ha P és I is tranzitív 

P ■ IUI *P £ P .
/Végig S*T~vel jelöljük az S és T relációk kompozícióját, 
azaz S-T"{(x,y): 3zeA xSz és zTy> ; Г-val pedig az egyen- 

1 őségreláci ót./

2. 2. 1. Д11 ítás;

és

bármely két alternatíva összehasonlítható, H-&, ak­
kor az indifferencia a preferencia hiányát jelenti, vagyis

Ha

alb <==> nem(aPb) és nem(bPa) .

Mivel sokféleképpen lehet indifferens két alternatíva, cél­
szerű külön megvizsgálni, hogy egyáltalán megkül önböz tethe- 

tök-e az adott preferencia-struktúrában, vagy tetszőlegesen
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helyettesíthetik egymást a?, értékítéletekben. Egy ilyen tel­
jes fel cserél hétőségi reláció mindig definiálható, egyszerű-

hogy minden elemhez ugyanúgy viszonyulja-megкövételve,
nak. Az így definiált reláció mindig ekvi val énei arel áci ó, az 

al ternatívahalmaz egy osztályozását adva.

en

Egy preferencia-struktúra ggyfor-

ma s ági r e 1 ác i ó ján а к nevezzük a minden a,beA-ra

2.2.3.Definíci ói

a E b г < -— > Ve e A s í a P c < - - > b P с 1 és í с P a < — > с Pb 3 és
Calc < — > bIс 1 és EaHc <-—> bHc'J

ál t a 1 megh at ér oz ot t r e 1 ác i ót

R ög t ön a d ód i к a

Egy preferencia-struktúra egyformasági re­

lációja ekvivaléneiareláció 5 továbbá minden a,befi-ra 

VceA-ra CaRc <=•-•=> bRcI! és CcRa <

2.2.2. Al 1 itáss.

a Eb < > > c.Rb li „zz zz:

Az egyenlőség, egyformaság és indifferencia közötti viszonyt 

mondja ki a mindhárom reláció ref 1 ex i vi t ásából és szimmetri- 

k u s s ág áb ó 1 a d ód ó

Tét sz 61 eges (P , I , H) r a Г С E С I .2.2.3. Állítás;

A következő példa mutatja, hogy a tártál máz ások lehetnek 

szí górúak.

Legyen A~ía,b,c,d> és az í A,R) gr áf 1 egyen2.2.1. Példa

Itt aEb ,de a#b és

с Id ,d e nem í c Ed) .

2.3. Telles preferencia-struktúrát;

alfejezetben olyan preferencia-struktúrákatEbben az
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vizsgálunk, melyekben nincs összehasonlíthatatlanság az al­
ternatívák között, azaz H=0, valamint a P preferencia-rel ci­
ci ó tranzitív. Ez utóbbi megkötés tekinthető a döntéshozó 

értékítéletekben következetessége megfelelőjének, míg a 

2.2.1.definícióban szereplő aszimmetrikusság a preferenciák 

hat ározottságának szükségességére utal. Az I indifferencia- 

-relációra megkövetelt tranzitivitás azonban már lehet irre­
ális feltevés, amint azt Armstrong(1939) klasszikus példája 

is mutatja /idézi Fishburn<1972)/. Lehetünk ugyanis indiffe— 

rensek aközött, hogy 100 vagy 101, 101 vagy 102,...,999 vagy 

1000 szemcse cukorral isszuk a kávét, de valószínűleg nem 

mindegy, hogy 100 vagy 1000 szemcsével, ahogy az az indiffe­
rencia tranz i t i vi t ásából következne /ld. Fi shburn (1970c:) / .

Vizsgálataink sorrendje megegyezik az indifferencia- 

-relációra tett egyre kevésbé szigorú feltevések, illetve a 

preferencia-relációknak a 2.2.1.ál 1ításban leírt hierarchiá- 

j ával.

2.;_3._b..Def iiLicijói.
-struktúra
- teljes rendezési struktúra ,ha az R teljes rendezés;
“ teljes előrendezési_/gyenge rendezési/ struktúra ,ha az

R teljes el őrendez és;
- teljes sz érni rendez ési_str ukt úr a , ha az R erősen teljes,

P'errers-típusú, szemitranzitív reláció;
- teljes intervallum rendezési struktúra ,ha az R erősen 

teljes, Ferrers-típusú reláció;
ahol R jelöli a karakterisztikus relációt.

Azt mondjuk, hogy z\ <P,I,H) pref erenci a-

A továbbiakban az A alternatívahalmaz mindig véges lesz 

a reprezentációtételek hosszadalmas bizonyítását elkerülen­
dő. A végtelen számosságú A esetén érvényes eredményekkel 
kapcsolatban Fishburn(1970a) munkájára utalunk.

Az előbbi definícióból könnyen adódik a

A következők ekvivalensek: 

(i) a <P,I,H) teljes rendezései struktúra;
2.3. 1. All ítás:
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(ii) a P szigorú teljes rendezés; 

<iii> a P tranzitív, 1=Г , H=0 ;

Mint látjuk, egy teljes rendezési struktúrában az alternatí­
vák egy lineáris sorrendben vanrmk, hasonlóan a valós szá­
moknak a szokásos >-ra vonatkozó rendezéséhez, így nem meg­
lepő a

Egy (P,I,H) pref erenci a-struktúr ában a P ak­
kor és csak г^кkor szigorú teljes rendezés, ha létezik 

olyan u:A~~>IK -függvény, hogy
Va,bsA~ra C a Pb <•-=> u (a) >u (b ) 1 és í a~b <-~> u(a)=u<b)3 »

2.3. 1. Téteti.!

Csak a szükségesség szorul némi indoklásra. 

Ha A#0, akkor 3a*eA, melyre aPa* Va^ai-re. Ha А\-Саа.>5*0 , 
akkor За^еАХ íaj. ?■• , hogy aPa2 Va^-a 

tatva véges lépésben kimerítjük A-t, és u(a«)s=k <k=l,. 
n)~el az állítás nyilván igaz.

Bizonvltáss

stss—re. Hasonlóan foly-% ,

" 1

a

u függvényt szokás érték- /'value'/, vagy hasznosság- / 

'utility'/ függvénynek hívni. Szigorú teljes rendezés pl. a 

kosár1abda világbajnokság végeredménye, egy megfelelő hasz­
nosságfüggvény pedig lehet az egyes helyezésekre kiírt pénz­
díjak összege. A célfotó bevezetése előtt egy futóversenyen 

előfordúl hatott holtverseny, ahol két /vagy több/ versenyző 

teljesítménye azonos, így jutalmuk értéke is meg kell, hogy 

egyezzen. Az ilyen jellegű szituációkat jellemzi a különö­
sebb bizonyítást nem igénylő

Az

A következők ekvivalensek:
(i) a (P,I,H) teljes el őrendezési struktúra ;
(ii) a P gyenge rendezés, H=0 ;
(iii) a P és az I tranzitívak, H=0 ;
(iv) P-I = I-P=P , H:=0 ;
(v) az I ekvivalencia-reláció és a P szigorú teljes ren­

dezést indukál A/I-n .

2.3.2. Áll ítás:

teljes előrendezési struktúrában az indifferensMi vei egy
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alternatívák preferencia szempontból egyformák is, azaz I=E, 

az érték-függvénynek is azonosnak kell lenni az indifferens 

alternatívákon, és fordíva, az azonos értékkel rendelkező 

alternatíváknak indifferenseknek kell lenni.

Egy <P,I,H> preferencia-struktúrában, melyben 

H=0 , a P rákkor és csak akkor gyenge rendezés, ha létezik 

olyan us A—>fR függvény, hogy

Va,beft-ra CaPb <-=> u<a)>u(b)3 és Calb <--> u(a)~u(b)3 .

2.3.2. Tétel :

В i z on v 11 ás; Szükségesség: Jelöljük P'-vel a P által az 

A'-A/I-n indukált szigorú teljes rendezést /Va',b'cA'-re 

a'P'b':<—>EaPb valamilyen аса',beb'-re3/. A 2.3.1.tétel~ 

bői adódó u':A' — >IR függvénnyel legyen u (a) :-u'(a ' ) ,ha 

аса'. Az így definiált u:A—>IR nyilván a kívánt tulajdon­

ságú.

Elegendőség: nyilvánvaló. D

A tételből azonnal adódik a

Egy preferencia-struktúra R karakte-2.3.1.Követ kéz ménу:
risztikus relációja akkor és csak akkor teljes előrende-
zés, ha létezik olyan usA—>IR függvény, hogy 

Va,beA-~ra aRb <-==> u (a) iu (b) .

Hasonló állítást bizonyított Cantor(1895) megszámlálható a— 

laphalmazon értelmezett teljes rendezésre /tehát egy teljes 

rendezési struktúra karakter i szti kus rel áci ójár ах/, 1 ásd p)l . 

Krantz és mtsai(1971>. Ebből következik, hogy a 2.3.1.tétel 

igaz megszámlálható alaphalmaz esetén is. Az indifferencia- 

-relációval történő faktorizál ássál pedig kapjuk, hogy min­

den olyan teljes el őrendezési struktúrában, melyben A/I meg­

számlálható érvényes a 2.3.2.tétel, ill. a 2.3.1.következ­

mény. Mivel a két eddigi struktúra jellemzését adó 2.3.1. és 

2.3.2. ál 1 ítások. függetlenek az A számosságától, így az al- 

ternat í vahal máz végességére tett feltevésünk eddig csak ké­

nyelmi szempontokkal magyarázható. További indokul szolgál 

majd a teljes szemi rendez ési struktúra reprezentációtétele.
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Az ilyen struktúrákat jellemzi a könnyen adódó

A kővetkezők ekvivalensek:
(i) a <P,I,H) teljes szemirendezési struktúra ;
(ii) a P szemirendez és, H=0 ;
(iii) P -1 -PCP , РяШя=0 , H=0 ;
(iv) a P-IUI*P gyenge rendezés, H=0 -

2.3.3. Д11 it és:

Nézzük meg, hogyan enyhültek a döntéshozó értékítéleteire 

tett -feltevéseink. Alapvető változás, és éppen ezért vezette 

be Luce(1956) a szemirendezés fogalmát, hogy az indifferen- 

cia-reláció nem feltétlenül tranzitív, 1 ásd az alfejezet e~ 

lején említett példát. Ezért a 2. 3. 3. ál 1 ít. ás (iii)-ban a 

Ferrer s--séghez , ill. a szemi t ranz i t i vi t áshoz kapcsolódó jel­
lemzések váltották fel a 2.3.2.ál 1ítás (iii)-beli I-re vo­
natkozó tranzitivitást. Mint azt a 2.1. 1.ál 1 itásban meggon­
doltuk, a F’-re vonatkozó tranzi ti vi tás következmény, míg a 

2.1.1(b) példa szerint I-re már ugyanez nem teljesül. Ugyan­
ez a példa mutatja, hogy a 2.3.2.ál 1ítás (iv) sem feltétle­
nül igaz egy teljes szemi rendez ési struktúráiban, hiszen pl. 

bF'-Ie ,de Ые ; vagy dl-Pc ,mégis die . Mivel az I általában 

nem ekvi val enc i ar el áici ó, így a 2. 3. 2. ál 1 í t ás (v)-t teljesen 

el kellett hagyni.
Mint Armstrong fenti példájában is, az indifferencia 

intranzitivitását okozhatja a kicsiny különbségek hasznossá­
gi szempontból történő elhanyagolása, és ugyanakkor az E?gy 

bizonyos határnál nagyobb eltérések határozott előnyben ré­
szesítést eredményező figyelembevétele. EZgy ilyen küszöbér­
ték. létezését mondja ki a

Egy (P,I,H) pref erenci a~strukt.úr ában , melyben 

1-1=0 , a P akkor és csak akkor szemi rendez és, ha létezik 

olyan u:A—>IR függvény és .5>0 szám, hogy 

Va,bsA-ra CaPb <==> u (a) >u (b) + £] és 

Ealb <==> lu(a)-u(b)1£ö3 .

2.3.3. Tétel :

Az elegendöség most is magától értetődő.Bizonyítás:
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Felhasználjuk a kővetkező gráfelméleti e~ 

redményt /ld. pl. Andrásfai(1983>/: Egy olyan véges irá­

nyított gráfban, melyben minden <a,b> élhez egy v(a,b) 

él hossz van hozzárendelve, akkor és csak akkor nincs po­

zitív összhosszúságú kör, ha létezik egy olyan a gráf 

csúcsain értelmezett valós f függvény, hogy minden <a,b) 

élre f (a > -f < b) 3v (a , b) .

Legyen -3>0 és v (a, b) = - -5 : < — >alb ; v (a,b) = <5+s :< — >aF’b 

,ahol s>0 és me<i ,ha m jelöli az <A,F<> gráf éleinek 

számát,. Megmutatjuk, hogy a most definiált élhosszakkal 

a gráfban nincs pozitív összhossz úságú kör, tehát létezik, 

olyan függvény, amely teljesíti a tétel követelményeit.

Ha van pozitív összhosszúságú kör, akkor legalább annyi P 

élt tartalmaz, mint I élt, tehát biztosan léteznek olyan 

a,b,c,d csúcsok, melyekre vagy albPcPd ,vagy aPblcPd 

igaz. A teljes szemirendezési struktúra jellemzéséből kö­

vetkezik, hogy mindkét esetben aPd kell legyen. Elhagyva 

a b,c csúcsokat egy olyan rövidebb kört kapunk, melyben 

szintén legalább annyi P él van, mint I él. Gondolatme­

netünket folytatva véges lépésben egy azonos tulajdonságú 

legfeljebb négy csúcsot tartalmazó körhöz jutunk. Mivel 

egy ilyen kör nyilván nem létezhet, így pozitív összhosz- 

szúságú kör sem.

Sz üкséqesséq s

О

Ezt a tételt Scott és Suppes<1958> bizonyította elő­

ször. Scott(1964) adott egy másik érdekes, lineáris egyen­

lőtlenségeket alkalmazó bizonyítást. A konstans pozitív kü­

szöbérték miatt ez a tétel mér nem érvényes megsz áml ál hat óan 

végtelen al aphal mazra, amint ezt az alábbi példa /ld. Fish- 

burn(1972)/ mutatja. Legyen ugyanis P a szokásos > rendezés 

a racionális számokon. A P nyilván szemirendez és. Ha a rep- 

réz ént áci ót. étel igaz lenne, akkor tetszői ege?s n természetes 

számra teljesülni kellene az u (1) >u (0) +né egyenlőtlenség­

nek, hiszen a <ö,l)-n is megsz áml ál hat óan végtelen sok. ra­

cionális szám van. Mivel 3>0 ,így ez semmilyen u függvény­

re sem állhat fenn.
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A tételből most is azonnal adódik a

Egy preferencia-struktúra R karakte­
risztikus relációja akkor és'csak. akkor erősen teljes, 

Ferrers-típusú, szemitranzitív reláció, ha létezik olyan 

us A—>IR és 5>0 ,hogy 

Va , b e A-r a aRb < === > u (a) iu (b) -6 .

2.3.2.К övét к ez ménvs

Térjünk rá a teljes intervallum rendezési struktúrák 

vizsgálatára. Ezek már megengednek olyan szituációkat, hogy 

aF'cPb és aldlb ,vagyis a szemi tranzi ti vitás megsértését. 

Mint látni fogjuk itt is lehetséges a megkül önböztethetőségi 

küszöbértékekkel való reprezentáció, de az indifferencia- 

-interval 1 umok hossza elemenként változik. Nyilvánvaló, hogy 

a fenti c ill. d elemre ez a különbözőség szükségszerű is. 

Könnyű meggondolni, hogy igaz a

2.3.4. Állítás: А к övét kéz ők ek vi va.1 ensek :
(i) a <P,I,H) teljes intervallum rendezési struktúra ;
(ii) a P intervallum rendezés, H=0 ;
< i i i > P-I-PcP , H=0 ;
(iv) a P«I és az I»P gyenge rendezések, H=0 .

A 2.1.1(c) példában is szereplő fenti szituáció mutatja, 
hogy miért gyengébbek a 2.3.4.ál1ításbeli (iii) ill. (iv) 

követelmények a teljes szemirendezési struktúrákra vonatkozó 

hason1 óaknái.
Jelöljük most is K(a)~val az a-ból kiinduló, B(a)~val 

a-ba beérkező élek számát az (A,P) gráfban, azaz az 

a-nál határozottan rosszabb ill. jobb alternatívák számát.
az

Egy teljes intervallum rendezési struktúrá- 

a,beA-ra
> aP »Ib ;

- В(a)< В(b) < =-> аI - Pb ;
- К (a) -K (b) és В (a) =B (b) < :== > aEb .

2.3.5. Ál 1 ítás:
ban minden

К (a) >K(b) < “ “

Biz on у í t ás
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<i) На К(а)Ж(Ь) ,akkor Эс: аРс és nem(bPc) ,vagyis 

aP*<PuI)b , így mivel P^CPcP-I ,ez ért aP*Ib .
Ha aPdb ,akkor bPd esetén P-I-PCP miatt aPd ,tehát 

К(а)Ж(Ь). Viszont aF'c és nem(bPc) , így K(a)>K<b) .
<ii) Teljesen hasonlóan bizonyítható.
(iii) Ha K(a)-Kíb) és B(a)=Et(b) ,akkor nem(aP-Ib) és 

nem(bP*Ia) és nem(al *Pb) és nem (Ы-Pa) ,azaz tetszőleges 

harmadik elemmel ugyanolyan relációban vannak, vagyis 

egyformák, aEb .
A másik irány nyilvánvaló. □

A P*I és az I *P gyenge rendezések érdekes reprezentál:! ój át 
adja az első két állítás, míg a harmadik szerint a két ren­
dezés által generált, általában különböző i ndi f f erenci aosz- 

tályok metszetei adják az egyformasági osztályokat. Tovább 

finomíthatjuk a P»I ill. I*P gyenge rendezéseket, ha az e- 

gyik szerinti indifferenciaosztályokon a másik szerint ren­
dez ün k , és v i sz on t.
Legyen minden a,beA-ra

аТкЬ s< — > К <a) >K < b ) vagy EK(a)=K(b> és BíaXB(b)] ; 
aTeb : < — > B(a)<B(b) vagy IIB(a)=B(b) és К(а)Ж(Ь>3 .

A finomítás eredményét mondja ki a.

Egy teljes intervallum rendezési struktúrá- 

Tk ill. TB relációk szigoré teljes rendezések, az 

A/E faktorstruktúrán.

2.3.6. Állítás:
ban a

Az aszimmetria és a tranzitivitás a definíci­
ókból azonnal adódik. A 2.3.5. ál 1 ít ásbart gondoltuk meg , 
hogy ha пет(аТкЬ) és nem(bTKa) ,vagyis K(a>=K(b) és B(a>- 

—В(b) ,akkor aEb .
Тв~ге a bizonyítás hasonló.

В i z on v í t áss

О

A 2.1.1(c) példa tanúsága szerint általában Тк^Т 

viszont az .ilyen lehetőségeket a szemi tranz i ti vitás felté­
telez ése.

К i z ár j aI» «
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Egy teljes 52emirendezési struktúrában2.3.7. All ítás:

Tk:=Te. .

Tegyük -fel, hogy За,Ь<нА ,melyekre aTKb és 

nem(aTsb). Az utóbbi feltétel azt jelenti, hogy B(a)>B<b> 

vagy EB(a)3B(b) és К <a>ÜK(b)3 . Az elsővel egybevetve kap­
juk, hogy K<a)>K(b) és B<a)>B(b) kell legyen, azaz 3c:,di=A 

, hogy
Kaptuk, hogy ТкСТ 

hasonló.

Bizonvitás;

aPcIbldPa ,ami ellentmond a szemitranziti vitásnak.
A másik irányú tártál máz ás igazolásaEl •

D

Rátérünk a teljes intervallum rendezési struktúrák rep­
resent ác i ót ét el ére, amit Fishburn<1970b) igazolt olyan alap- 

halmazra, melyre A/E megszámlálható.

Egy <P,I,H) preferencia-struktúrában, melyben 

H-0 ,a P akkor és csak akkor intervallum rendezés, ha lé­
teznek olyan 

Va,bsA-ra

2л_3..4..Т^е1;_

u: A— >fR , i 11 . -5: A— > (0 , ®> f üggvények , hogy
E aF'b < == > u < a) >u (b ) •+• 6 (b) 3 és

Ealb <===> Eu (a) 3u (b)+<$ <b > 3 ésEu <b > £u < a)<a) 3 3.

Bizonvitás; Az elegendőség nyilvánvaló.
A 2. 3. 6. ál 1 ításból és a 2. 3. 1. tételből kö~Sz ükséciesséci;

vetkezően 3u:A—>IR ,hogy Va,beA-ra aTi<b<==>u (a) >u <b ) és 

aEb<==>u <a) =u <b) . Legyen s=mi n С | u (a) -u (b ) |; a,be=A>. Ha 

nem minden elem egyforma, akkor s>0. Legyen továbbá 

VbeA-ra £ (b) =max íu <c:) ; c Ib3 ~u (b)+s/2 .
Mivel I reflexív, igy 6(b) >0 VbeA-ra. Ha aF'b ,akkor 

аТкС Vclb~re, azaz u(a)>u<c) Vclb-re. Kapjuk tehát, hogy 

u(a)>ffiax(u(c): cIb3+s/2 ,vagyis u <a) >u (b ) +£ <b) .
Ha alb ,akkor u(a)+s/2 £ maxCu(c); cIb3-+s/2 ~ u(b)+á<b) 

t eh át u < a)áu(b)+£< b > . Hason1óan bIa == > u(b)£u(a)+£(a). □

E u (a) , u < a) +£ (a) 3 

tartozik. К ét elem pontosan a k k or
A tétel szerint tehát az aeA elemhez az

indifferencia-interval 1 um
indifferens, ha i ndi ff erenci a--i nterval 1 urnái k metszete nem ü-~ 

mig egy másikkal szemben preferált alternatívához tar-
indifferencia-in-

r es,
tozó intervallum teljes egészében a másik
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tervallum jobb oldalán fekszik. Tetszőleges számosságú alap­
halmazon értelmezett intervallum--, ill. szemirendezések 

interval1umt ípusú
kü-

reprezentációival foglal közi к1 önhöz ő
Fishburn(1973b) .
A tételből egyből adódik a

Egy pref erenci a-strukt úr a R karakte­
risztikus relációja akkor és csak akkor erősen teljes, 

Ferrers-t í pusú reláció, ha léteznek olyan u:A—>IR , i 11 - 
.5: A—> <0, <d) f üggvények , hogy 

Va,bsA-ra aRb <==> u (a > +S (a) iu (b) .

2.3.3_, К övét к ez m én v :

2.4. Farciális preferencia-struktúrák

Ebben az alfejezetben röviden azzal foglalkozunk, hogy 

milyen következményekkel jár az, ha a preferencia hiánya nem 

feltétlenül indifferencia két alternatíva között, hanem el ő- 

fordulhat az értékelés szempontjából való összehasonlítha- 

tatlartság is. A valós számegyenesen levő teljes rendezésre 

gondolva a reprezentációtételek eddigi ekvivalenciáit nyil­
vánvalóan el kell hagyni, de helyettük, mint látni fogjuk, 

írhatók implikációk. A H tehát ezentúl nem feltétlenül üres.

Azt mondjuk, hogy a (P,I,H> preferencia—2.4. 1.Definíció:
-struktúra
~ Parciális rendezési struktúra ,ha az R parciális rende- 

z és ;
- parciális el őrendez ési struktúra ,ha az R el őrendez és ; 
ahol R jelöli a karakterisztikus relációt.

Nem foglalkozunk a parciális szemirendezési, illetve a 

parciális intervallum rendezési struktúrákkal. Definíciójuk 

és jellemzésük megtalálható Roubens-Vi nc:ke (1985) -ben.
A 2.2. 1. ál 1 ításból és a definíciókból rögtön következ­

nek az alábbi jellemzések:
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A kővetkezők ekvivalensek:

(i> a (P,I,H) parciális rendezési struktúra ; 

<ii) a P szigorú parciális rendezés, 1=Г .

2.4. 1. Д11 i t ás:

A következők ekvivalensek:

(i) a (P,I,H) parciális elörendezési struktúra j 

<ii) a P szigorú parciális rendezés, I-E ;

< i i i > a P tranzitív, az I tranzitív, P«I = I*P=P .

2.4.2. Д1 1 í t ás:

Mindkét rendezési struktúrában a P pref erenci a--rel áci ó 

«szigorú parciális rendezés. Ha eltekintünk az I i ndi-ff er én­

ei a-rel áci óra tett bármilyen feltevéstől, olyan preferencia- 

-struktúrához jutunk, melynek a tárgyalt összes teljes, ill. 

parciális struktúra speciális esete. Az aláibbi, Szpilrajn 

(1930)-tói származó tétel szerint minden szigorú parciális 

rendezés kiterjeszthető szigorú teljes rendezéssé. Eszerint 

kapjuk a 2.1.2.ál 1ításból, hogy

•Cszigorú parciális r . У----- í i n tervallu m r . J=-$-{szemir . 

=---1Kgyenge r. }=-^íszigorú teljes r. > ,

a bal oldali halmaz minden elemének a jobb oldali 

halmaz valamely elemébe történő beágyazhatóságát jelöli.

ahol — — $:■

Ha < egy szigorú parciális rendezés az X 

tetszőleges számosságú halmazon, akkor létezik az X-n 

olyan <' szigorú teljes rendezés, hogy 

V>: , у e X -r e < у == > < ' у .

2.4. 1. Tétel:

A tétel Zorn-1emmát felhasználó bizonyítása megtalálható 

Fishburn(1970a)-ban. Hasznos lesz a következő

Egy (P,I,H) preferencia-struktúrában ha a 

P szigorú parciális rendezés, akkor az 

t úr án a

2.4.3. Д11 ítás:

A/E faktorstruk-

valamilyen aea',beb'-veiЗ 

P' szigorú parciális rendezés.
a ' P'b';< — >E aPbVa',b'e A/E-re 

által definiált

A P ' előbbi def i n í ci díj ának jogossága abbólBizonyít ás:
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következik, hogy egy E reláció pontosan akkor az egyfor­
masági reláció, ha rcEel , E-P==P-E>P , E-H=H-E=H . Az 

egyformasági reláció nyilván teljesíti e három követel­
ményt- Fordítva, ha van egy E reláció az előbbi három 

tulajdonsággal, akkor tetszőleges a,b,c aEb elemek tel­
jesítik a 2.2-3.definíció ekvivalenciáit.
Tegyük most fel, hogy a'P'b' és b'P'a' egyszerre telje­
sül valamilyen a ' ,b ' eA/E-re. Ekkor 3ai,aa6a‘ , bijb^eb' 
hogy aiPbi és b2Pa2 - Viszont a3EaiPbiEb2"ből a3Pb3 

következik, ami a P aszimmetriája miatt ellentmondás.
A P' tranzitivitása a P tranziti vitásából hasonlóan
adódi к. □

A parciális rendezési és a parciális előrendezési struktúrák 

valós reprezentáci óját együtt mondja ki a

Egy (P,I,H) preferencia-struktúrában ha a 
szigorú parciális rendez és^* akkor létezik olyan 

függvény, hogy 

Va,beA-ra

2.4.2.Tétel: P
u: A—>IR

CaPb =~> u(a)>u<b)3 és CaEb =-> u(a)=u(b)D .

E-ü zonví t ás: Ha a P szigorú parciális rendezés, akkor a
2.4.3.ál 1ításban definiált P' is szigorú parciális ren­
dezés A/E-n. A Szpilrajn—tétel miatt létezik az A/E-n 

egy olyan P" szigorú teljes rendezés, amely a P' kiter­
jesztése. A 2.3.1. tét el szerint van olyan u':A/E-->IR , 
h og у a ' P " b ' < --- >u ' (a ' ) >u ' < b ' ) és a ' =b ' < >u ' < a' ) =u ' (b ' ) . 
Definiáljuk az u:A—>IR függvényt az u<a)s=u ' (a ') , aea'
képlettel VaeA-ra. Kapjuk, hogy aPb <-•=> a'P"b'
<~= > u ' < a ' ) >u ' (b ' ) < == > u (a) >u (b) , val and. nt aEb < == >
<> a ' =b ' <•--> u ' (a ' ) -u ' (b ' ) < == > u (a) =u <b ) .

S' zz: zz

□

A karakterisztikus relációra vonatkozó eredményt is e~ 

gyütt fogalmazzuk meg, kihasználva, hogy I=E teljesül mind­
két definiált struktúrában, illetve, hogy egy parciális ren­
dezés el őrendezés.

Ha egy preferencia-struktúra R karak-2.4.I.Követ kéz ménv;
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téri esti kus relációja el őrendez és, akkor létezik olyan 

u s A — >IR f üg g v én у , hog у 

У а,bsA-ra > u (a) ZU (b) ,aRb SU SS

Az alábbi ábrában összefoglaljuk a vizsgált preferencia 

-struktúrák közötti viszonyt. A nyilak mellé azokat a felté­
teleket írtuk, amelyek szükségesek, és elegendőek ahhoz, hogy 

az általánosabb struktúrából megkapjuk a speciálisabbat.

14=0
P szigorú parciális rendezés

I (a)
Y

pare. interval1 um 
r en d ez és i st r .

— >

IP Perrers-típusú
V

telj es interval1 um 
rend ez ési st r.

H=0 — >

I <(•-> |P sz em i t r anz i t í v
H=0V

par c:. sz em i r en d ez és i 
struktúra

— > téljes szemirendezési 
struкt úr a
1P n eg« t. r an z i t í v
Y

telj es el őrendez ési 
struktúra

I I =E
H=0T

>pare, el őrendezési 
struktúra

|P teljesI I=P
14=0 VY

t e 1 j es r endez ési st r „p ar c:. r en dez ési st r =

A részletesebben nem vizsgált parciális intervallum-, 

ill. parciális szemirendezési struktúrákat definiáló felté­
tele к а к öv e t к e z ö к s

(a) P*I aeiklikus, azaz nem léteznek olyan a*,...,aneA 

el emek , hogy a %P «I аяР ■■!... P ■ I a,-,P ■ I а г tel j esül ne ; 
(ß) az (A,PUl> gráf minden köre több I mint P típusú 

élt tartalmáz.

Ezen két struktúra represent áci ö—t étel éré is igaz, hogy a 

megfelelő teljes preferencia-struktúrára vonatkozó tételben 

az ekvivalenciák i mpl i káci ókra cserélendők. Ez a szoros kap­
csolat a parciális struktúrák teljessé történő kiterjeszté­
sére is lehetőséget ad, a valós reprezentánsok közötti vi­
szony szerinti preferencia vagy indifferencia ítéletek ki­
mondásával .
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3. NEMKOMPENZATŰRIKUS FREFERENCIA-STRUKTŰRДК

A többtényezős döntési eljárás feladatát egy olyan 

globális preferenciareláció felépítéseként fogalmaztuk meg, 

amelyben összevonjuk, aggregáljuk az egyes tényezők szerinti 

értékeléseket. Ez természetesen sokféleképpen megtehető, így 

további, a tényezők egymásközti viszonyára vonatkozó infor­

mációk is szükségesek. Sőt, a probléma részekre bontása, az 

egyidejűleg csak bizonyos szempontok figyelembevételének le­

hetősége is igényel a tényezők kapcsolatára tett feltevése­

ket. Érdemes tehát megkülönböztetni a tényezőn belüli /int- 

ra~at.tributumos/ , illetve a tényezők közötti /inter—attribu- 

tumos/ információkat.

A tényezőkön belüli információkkai részletesen foglal­

koztunk az előző fejezetben. Ezek tehát az egyetlen szempont 

szerinti értékelések, ezek algebrai jellemzése, a valós rep- 

rezent ác.i óhoz szükséges feltevések, stb.. A tényezők közötti 

információk is lehetnek hipotézisek, pl. a tényezők kölcsön­

hatására, illetve értékelési függetlenségére vonatkozóan, 

továbbá "valódi" információk, pl. a szempontok relatív fon­

tosságát kifejező összehasonlítások, vagy az ezt kifejező 

súlyok becslése, stb.. Ezekkel a kérdésekkel részletesebben 

ebben a fejezetben foglalkozunk.

Először definiáljuk a legtöbb eddig ismert többtényezős 

döntési módszer közös alapjának tekinthető többtényezős pre­

ferencia-struktúra fogalmát, majd alaposabban megvizsgáljuk 

azokat a típusokat, melyekben bizonyos értékelési szempontok 

szerinti hátrányok nem egyenlíthetők ki más szempontok sze­

rinti előnyökkel. Mivel a különböző tényezők aggregálásának 

talán legtermészetesebb módja az előnyök, illetve hátrányok 

egyetlen dimenzióban történő kifejezése? és összevetése, na­

gyon sok módszer ilyen jeli égő modellen alapszik, erre vo­

natkozóan lásd Jacquet-Lagreze<1982) cikkét. A kompenzál ha­

tóságot ilyen értei emberi kizáró aggregációs eljárások érvé­

nyességi köre ezért szőkébb, mégis sok esetben hasznosnak és
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jól alkai mazhatónak bizonyulnak, A nemkompenzatórikus aggre­
gét: i ós eljárások használatára vonatkozóan MacCrimmon<1973) 

és Einhorn(1970) cikkére utalunk. Több, elsősorban "szigorú­
ságukat" tekintve különböző struktúrát vizsgálunk meg, ezek 

magukban f og 1 al j ák a 1 ex i kograf i kus-- /1 ásd Fi shburn <1974)/, 
illetve a konkordanci a--di sz kordanci a elven alapuló módszere­
ket /lásd 1.3.alfejezet/.

3.1. A többtényezős pref erenci a~struk.t úra fogalma

Legyen az alternatívahalmaz többattributumos szerkeze­
tű, és tekintsük az összes attribútum kombinációt, azaz

n>:2 . Az aggregációs eljárás során az egyes
szempontok szerinti értékeléseket is kifejező <Aj,Rj> <j=l,.
.,n) kritóriumokból kiindulva határozzuk meg a globális 

(A,R) preferéneia-strukt úrát.
Használva az N=í1,...,n> ,illetve az ((x)j,(a)N\j)= 

(..Xj..ak..)efi ,ahol JcN, XjsAj, akeAk, jsJ, k<=N\J jelölést, 

minden ©cJcN-re legyen Rj az az Aj = TfjmjAj-n értelmezett két­
változós reláció, amit az R—bői az

A=Ai . :iAn

(x)jRj(y)o .<—> v<a) sAimn^: (<x) <a) >R((y)a,<a) )N4 Л J 1 N\J M \ a

alapján származtatunk. Nyilván Rim=F; ; ha R reflexív, akkor
és Rj közötti kapcsolatról mégR.j is az, viszont az 

semmit sem tudunk.
A legtöbb döntési modell használ valamilyen független­

ségi feltevést a tényezők egymásközti viszonyára vonatkozó- 

Ezeket, sőt bizonyos típusú függőségi viszonyokat is 

megengedő modelleket ismertet Fishburn(1978). Talán a leg­
többet használt ilyen fogalom az attribútum-részhalmazoknak 

a kompiemensüktől való preferencia~fügyetlenségeként, is jel­
lemzett /lásd pl. Roy-Vincke<1981>/ függetlenség /vö. Krantz 

és mtsai<1971) 6.fejezet/.

R<j>

an
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Azt mondjuk, hogy az A~Ai ». . « ::An halmazon 

értelmezett R reláció független, ha minden JcN-re
)R(<y)

3.1.1.Definíciós

(b) )> —> ((>;) (b)) R ( (y)
fennáll tetszőleges (а)мчл (b)

(a)< (x > (a) N4.3J 1J 1 N\JJ , ыч аN\JJ i
esetén.N\J

Egy ilyen reláció tehát független az egyenlő komponensek ér­
tékétől, így a származtatott R.3 relációt jellemezhetjük az

(a) >R< <y) (a) )бАнчд! < < >í )(x) j R,j < у > а < > 3 (a) мчаа 1 ычл J 1NN J

ős s z e f üg g és s e .1 i s.
Amennyiben az R reflexív, tehát tekinthető egy az A-n 

1 evő prefer énei a—struktúra karakter i szt i kus rel áci ój áriak , 
akkor a 2.2.alfejezetben megismert értelmezésekkel meghatá­
roz egy-egy P,I és H relációt, az ismert tulajdonságokkal. 

Az Ra—bői kiindulva hasonlóan kaphatunk egy pre-
ferenci a-struktúr át az Aj halmazon, minden 0cJeN-re. Ha az R 

független is, akkor könnyű meggondolni, hogy a P-böl a fenti 

összefüggéssel származtatott reláció megegyezik a F'j-vel , 
természetesen hasonló igaz az b,Hj-re is.

Ezek után nem igényel különösebb indoklást a most kö­
vetkező. Bouyssou < 1986) --tói származó definíció első pontja.»

Rn) >— > <A , R) 3 -tRi> , . . . , <A
t öbb t én уezős pr eferencia-st ruкt úr án a к nevez zük, ha 

<i> az R reflexív, független ;
<ii) minden jsN-re az Rteljes és Rj=R

í V j € J : X J P J у J 3 - - > ( X ) а P а < У > а -

Az L (A3.1.2. Definíció: 1 * n ,

s•C J >

(i i i ) mi nden 0cj cN--r e

A második pont szerint a globális relációból akármelyik 

dimenzióra származtatott reláció megegyezik a meg-felelő pre­
ferencia-relációval , másképpen, az egyes szempontok szerinti 

értékeléseket a gl obális ért ékelésnek úgy kel 1 tükr öznie, 
hogy két attributumérték viszonyát nem befolyásolhatja 

ha a többi attribútum szerint azonos értékekkel kiegészítve, 

mint attribútum-kombinációkat hasonlítjuk őket össze. Ugyan­
itt követeljük meg azt is, hogy bármely két olyan alternatí­
va legyen összehasonlítható, amelyek csak egyetlen attribu-

az ,

» \ *]
K*
4 ' ■
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tumban különböznek, vagyis VjeN-re Hj=0.

A (iii)-ban megfogalmazottak alapján a tényezőnként 

szigorú előnyök együttesen is szigorú előnyt kell, hogy je- 

lentsenek, kizárjuk tehát annak a lehetőségét, hogy egy kom­

ponensenként jobb alternatíva összességében rosszabbnak bi­

zonyulhatna egy másiknál. Ez a feltevés is a komponensek 

egymás közötti viszonyát jellemzi, de nem következik az ed­

digiekből .

A továbbiakban mindig többtényezős preferencia-struktú­

rákat vizsgálunk. Először is tetszőleges x,yeA-ra jelöljük

x--et előnyben részesítő szempontok halmazát, 

azaz P<x,y)s={jeN : XjPjyjl ,míg I(x,у)5-{jeN : XjIjyjJ -vei 

a közömbös szempontokét. A komponensenkénti teljesség miatt 

nyilván P<x,y)Ul<x,y)UP(x,y)=N ,míg a preferencia—struktúrák 

tulajdonságaiból következően bármely kettő diszjunkt.

P <x,y)-al az

Tetszőleges < , у) e A * A rendezett alterna-3.J.jc3.De£ll!iÍ£Íáj.
tívapár pref er enc i apr of i 1 j áriak nevezzük a PP(x,y) -

rendeze11 ha 1 mazpárt.<P<>! , у ) ,P(y,X) )

3. 1.4. Def i n í c i ó; Azt mondjuk, hogy az (Aj,R_,) tényező

lényeges, ha Pj*0 ,azaz 3xj,yjeAj s XjPjyj .

az olyan tényezők, amelyek szerint minden alternatíva 

indifferens, gyakorlatilag elhagyhatók, ezért a továbbiakban 

feltesszük, hogy minden tényező lényeges. E feltevés hasznos 

következményét mondja ki az alábbi könnyen meggondolható

Mi vei

Egy többtényezős preferencia—struktúrában3.1.1. Ál 1 í t ás;

minden tényező akkor és csak akkor lényeges, ha teljesül, 

í (J , К) s Ű,KCN , JAK=03- = ÍPP (x ,y> : >; , у •= A3 .hogy

A továbbiakban gyakran ki fogjuk használni ezt a jellemzést, 

szerint minden diszjunkt attribútum-részhalmaz pár vá­méi у
1amelу alternatívapár preferenciaprofi1 ja.
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5.2. A nemkompenzatárikussAa fokozatai

Nemkompenzatórikusnak nevezzük az olyan aggregációkat, 
illetve az általuk létrehozott többtényezős preferencia- 

-struktúrákat, melyekben bizonyos tényezők szerinti, esetleg 

kismértékű hátrányokat sem egyenlíthetnek ki más tényezőkön 

elért, esetleg jóval nagyobb mértékű előnyök. Nem léteznek 

tehát a különböző dimenziók közötti olyan csereértékek 

/'tradeoff'/, melyek a globális összehasonlításnál az infor­
mációk egyetlen dimenzióba történő összevonását lehetővé 

tennék. A nemkompenzatórikus struktúrákat alapvetően jellem­
zi az alternatívák és az attribútum-részhalmazok közötti 

közvetlen kapcsolat. Ennek alapformáit határozza meg az el­
nevezéseket nem adó

A szokásos jelölésekkel J,KcN esetén 

J Ж : < — > 3x,у eА : x Py és PP < x,у) = < J,К) ;
J ~K : < — > Зх , у e A : x I у és PP < x,у) = < J, К)
J9-K :< — > Jnl<=0 és CVx,yeA: PP <x , у) = < J , l<) —> xPy 3 ;
J иК :<— > J nK=0 és CVx,yeA: PP (x , у) = < J , K) —> x I у II ;
J < >K : < •— > J nl<=0 és C Vx , у e A: PP (x , у) = (J , К) — > x Ny 3 .

3.2. 1.Definíció:

;

A diszjunkt attribútum részhalmazok közötti relációkra
nyilván teljesülnek a következők: %■ aszimmetrikus 

szimmetrikus ; :?•, w, < > páronként diszjunktak ; JS-K -=> ЛЖ és
> és nem<J>K) és nem(K>J)

«, < > ,5

< >П>=0nem(K>J) ; J«K
< >n~-0 . Meg j egyez z ük , hogy > nem felt ét1en ül aszimmetrikus; 
0^0, de nem biztos,hogy 0**0. Sőt, elképzelhető 0>0 is, 

amennyiben tényezőnként jelentéktelen különbségek összessé­
gében számottevővé válnak /e túl ajdonsáq nem tévesztendő 

össze az egydimenziós preferencia-struktúrák indifferencia 

relációjának intranziti vitásával/. Igaz továbbá, hogy minden 

nemüres JCN-re J>0 ; N0, de JcN esetén J:!í-0 már nem feltét­
lenül igaz. E megjegyzésekből is látszik, hogy az egyes

5 ;

szempontok szerinti értékelések által ában milyen sokfélekép-
szigórúbbpen befolyásolhatják a globális megítélést. Jóval
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tulajdonságokkal rendelkező struktúrát határoz meg a

Azt mondjuk, hogy egy többtényezős prefe­

rencia-struktúra teljesen nemkompenzatórikus, ha minden 

>:, у, z , weA~r a

3.2.2.Definíció:

E F'P (x , у > =PP (z , w) 3 — > C x Ry < — > z Rw 3 .

Ilyen esetben tehát a preferenciaprofi1 egyértelműen megha­
tározza két alternatíva viszonyát, vagyis a di menziónkénti 
értékeléseknek csak a milyensége számít, míg az esetleges 

kvantitatív jellemzők lényegtelenek. Érdemes megjegyezni, 
hogy e tulajdonságból következik a tényezők közötti függet­
lenség. Nézzük a további következményeket.

3.2. 1. Állítás: Egy többtényezős preferencia-struktúra ak­

kor és csak akkor teljesen nemkompenzatórikus, ha bármely 

JnkXEf , J,KCN—re a J»K , KKJ , J«K , JÓK közül ponto­

san egy teljesül.

Az ál lit ás azonnal adódik a aszimmetrikus-B i z on v í t ás:

ságából , az említett relációk páronként.! di sz junktságából

és abból a tényből, hogy a teljes nemkompenzatórikusság 

ekvivalens a teljesülésével.> — £• és a

Szintén adódik, hogy 0я*0 , azaz a komponensenkénti érdekte­

len eltérések együtt is jelentéktelenek maradnak, továbbá, 

hogy minden 0cJcN-re JP0 fennáll. Ezt szokás regül áritásnak 

hívni /lásd pl. Fishburn(1976)/, utalva arra a gyakorlatban 

természetes tu), a jdonságra, hogy általában határozott előny­

ben részesítjük a hátránnyal semmilyen szempontból nem ren­

delkező alternatívát.

Valamivel enyhébb struktúrát eredményez a

Azt mondjuk, hogy egy többtényezős prefe- 

renci a-strukt úra nemkompenz at árikus, ha V x,y,z,w e A-ra 

ÉPP(x,y)-PP<z,w>3 —> ExPy —> z(PUH)w

xIу —> Z(IUH)W 3 .

3.2.3. Definíció:

és

Az azonos preferenciaprofi1 tehát itt sem enged meg

a preferenciák, illetve indifferenciák között, tartal-

kevere-

dést
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mázzá viszont annak a lehetőségét, hoc)у mondjuk kirívóan 

nagy tényezőnkénti különbségek miatt összehasonlíthatatlan­
nak minősítsünk egyébként pre-f erenci át vagy indifferenciát 

jelentő preferenciaprofi11al rendelkező alternatívákat. Mi­
vel H=0 esetén ez kizárt, így ilyen esetben a nemkompenzató~ 

rikusság pontosan a teljesen nemkompenzatórikusságot jelen­
ti. Ezt a szoros kapcsolatot jelzi a nemkompenzatóri kusság 

jellemzését adó

Egy többtényezős preferencia-struktúra ak­
kor és csak akkor nemkompenzatórikus, ha bármely JnK=0 , 
J,KCN—re a J>K, K>J, J~K, JÓK közül pontosan egy igaz.

Tulajdonképpen csak azt kell meggondoljuk,

3.2.2. All ítás:

B1zonvítás:
hogy a nemkompenzatórikusság ekvivalens a > aszimmetri­
kusságával és a >n~=0 teljesülésével, ez pedig a definí­
ciókból azonnal adódik. D

A diszjunkt attribútum-részhalmazok között fennálló >,~,<> 

relációk tulajdonságai nagyon hasonlítanak az alternatívák 

közötti F',I,H relációkhoz. Természetes kivételt jelent a 

reflexi vitás, ami csak fii м3-к ént jöhet szóba. értelmezhetjük 

a rel áci óhármast a tényező-kombinációk fontossági viszonyai­
nak kifejeződéseként, másképpen ЛЖ esetén mondhatjuk 

J "fontosabb, mint" K, mert e reláció alapvetően meghatároz­
za a (J,K> pref erenci aprof i 1 ú alternatívák megítélését.

Azonos preferenciaprofi1 mellett az eddigieknél nagyobb 

értékelési keveredést enged meg a

hogy

3.2.4.Definícló: Azt mondjuk, hogy egy többtényezős prefe­
rencia-struktúra által ános,ított nemkompenzatóri kus , ha 

V ,y ,z ,weA-ra L F'P (>{ , у) =PP (z , w) 3 — > II Py — > nem < wPz ) 3 .

Itt tehát egyedül a preferencia megfordulását zárjuk ki, így 

nem meglepő, hogy az eddigi jellemzések közül sok minden ér­
vényét veszti. Nyilvánvaló a

Egy többtényezős preferencia—struktúra ak­
kor és csak akkor általánosított nemkompenzatórikus, ha a

3.2.3. All ítás:
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> reláció aszimmetrikus.

Mivel a J>K, K>J, J»K, JÓK közül legfeljebb egy igaz bár­

mely diszjunkt J, KíiN-re, így továbbra is tekinthetjük a > 

relációt a "f ontosabb , mi nt" megjelenésének, és per síz e a 

nem(0>0) is igaz. Elképzelhető viszont /ezt már a nemkompen- 

zatórikusság is megengedte/, hogy Vi eN-re >í*I±y± legyen, mé­

gis >:Hy álljon fenn. Ez egyébként arra is példa, hogy egy 

általánosított nemkornpenzatóri kus struktúrában az imént em­

lített négy eset miért nem elegendő az attributuin-kombináci — 

ók viszonyának jellemzésére.

Érdemes külön összefoglalni a H-0 esetet. Ekkor a nem- 

kompenzatárikusság teljesen nemkompenzatórikusságot jelent, 

és ekvivalens azzal, hogy VJnK=0, J,KelM--re а ЛЖ, K»J, J»K 

közül pontosan egy teljesül. Hasonló jellemzés igaz az álta­

lánosított nemkornpenzatórikus struktúrákra is, mégpedig a 

J>K, IOJ, J«K relációkkal. Természetesen mindig 0«*0. Ezek a 

struktúrák tartalmazzák az 1.3.alfejezetben ismertetett kon- 

kordancia-diszkordancia modelleket. E szempontból történő 

alapos vizsgálatot nyújt Bouyssou-Vansni ck. (1985) munkája. 

Más megközelítésből jut hasonló struktúrákhoz Huber(1979).

5.3. Általánosított nemkornpenzatóri kus struktúrák

Az alábbiakban bizonyos speciális tulajdonságok kapcso­

latát vizsgáljuk meg általánosított nemkornpenzatóri kus pre- 

ferencia-struktúrákban. A tekintett tulajdonságok és eredmé­

nyek a Fishburn(1976) által a dolgozatunkban teljesen nem- 

kompenzatórikusnak nevezett struktúrák jellemzésére használ­

tak megfelelői. Először az átmenthető eredményeket tárgyal­

juk, majd a következő alfejezetben közöljük a csak a telje­

sen nemkornpenzatórikus struktúrákban érvényes eredmények bi­

zonyítását és példákkal igazoljuk a szigorúbb struktúra 

szükségességét ezen összefüggésekkel kapcsol atban.
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Szükségünk lesz a következő jelölésre. Tetszőleges J,K, 
L,MCN és J nK==L_nM- 0 esetén <J ,l<) »(L,M)—el fogjuk rövidíteni 

azt, ha LCJ , К CM és a két tartalmazás közül legalább az 

egyik szigorú. Két különböző preferenciaprofil tehát akkor 

van ilyen relációban, ha az előnyöket nern növeljük /LcJ/ és 

a hátrányokat nem csökkentjük /К.СМ/.

3.3. 1. Def i n 1 c i ó: Azt mondjuk, hogy az C(Ai,Ri),...,(A 

:js—> (A,R)3 többtényezős pref erenci a-struktúra 

monoton , h a 

-T3 erősen monoton , ha

Rn)о 4

-T2 C<J,K)»(L,M> és L>M3 —> J>K ;

C < J , К > ю(L,M) és nem(M>L> 1 —> J>K ; 
additiv , ha CJnL-0 és (JuL)n(KuM)—0

és J >K és nem (M >L. > 1  > JuL>KuM ;

szuperadditív , ha C (JuL) П(КиМ) =0 és

—T4

—T5
J>K és L>M3 —> JUL Ж UM ;

-16 döntő , ha CJnK>-0 és (J ,l<> Ф (0,0) 1 — >C J Ж vagy K>J 3 ; 
-17 attribútum acik1ikus , ha a > aciklikus ;
"T8 aci_kl_i kus , ha a P aciklikus ;
-T9 parciálisán rendezett , ha a P szigorú parciális

rendezés ;
-TIО gyengén rendezett , ha a P gyenge rendezés ;
-Til dup 1 án 1 én veges , ha VjeN-re C3 a j , b , c j e A :

ajPjbj és bjPjCjl 5
-TI 2 1 e>: i kooraf 1 kus , ha 3 a permutáció az N-n , hogy 

aPb < — > CPP<a,b>9«(0,0> és
minCj:a(j>eP(a,b)> < miníj:a<j)eP(b,a)1 ,

/értsük min 0 = +a>/ .

A hiányzó TI tulajdonság a regularitás esetünkben mindig 

teljesül, hiszen egy többtényezős preferencia-struktúrában 

minden 0CJCIM-re J>0 a 3. 1.2. def i n 1 ci ó (iii) miatt.
A monotonitás szerint ha van olyan c,deA, melyre cPd és 

PP (c , d)(L , M) , akkor lennie kell olyan a,b alternatívapárnak 

is, melyre aPb és PP (a, b) = (J , l<) , azaz az asA legalább annyi 

előnnyel és legfeljebb annyi hátránnyal rendelkezik a b-vel
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c a d-hez képest. Az erős monotonitásnál ül­sz emberi, mint a
gyanezen következtetéshez elegendő a nem(dPc) is. А T4 és T5 

az attribútum-részhalmazok egyesítésének két lehetséges mód­
ja. Míg az additivitásnál megköveteljük az előnyös tényezők 

különbözőségét /ЛШ.-0/, addig a szuper addi ti vi tásban a fon­
tosságokra teszünk szigorúbb feltételeket /L>M a nem<M>L) 

helyett/. Ez utóbbi tulajdonság а Tó és a T7-el együtt fon­
tos jellemzője a lexikagrafikus struktúráknak. А T8, T9 és 

T10 a preferenciarelációra jelent egyre szigorúbb feltevése­
ket, lásd a 2.fejezetet. A duplán lényegesség megköveteli, 
hogy minden tényező szerint legyen legalább három, értékelé­
si szempontból is különböző érték. A lexikagrafikus struktú­
rákban van a tényezőknek egy olyan dominanciasorrendje, a~ 

mely az első, a legdominánsabb nem indifferens tényező sze­
rinti preferencia alapján határozza meg a globális értéke- 

1 ést.
A fenti tulajdonságok közötti kapcsolatot foglalja ösz-

sz e a

Egy általánosított nemkompenzatórikus preferen-3^3,TéteJU.
cia-struktúr áb an

> T2 ;(a> T10 ==> T4 > T3
(b) CT5 és TÓI ==> T4 ;

> T8 ;
<d) T12 ==> CT5 és Tó és T71 ;

= > Tó ;

(с > T10 ==> T9

<e> CT1Ö és Till
<f> T10 ==> T7 .

Biz orivít ás;
A > aszimmetriája miatt L>M 

Tegyük fel, hogy a T3-beli feltételek telje-
> nem(M>L) .T3 —=>T2 :

T4 ==> T3 :

sül nek.
Ha J==L, akkor М\К/0, így M\K>0. Ebből és az indirekt 

nem(J>K) feltevésből T4 alapján M>J adódna, ami viszont 

ellentmond a nem(M>L>-nek.
Amennyiben Л \L./0 és ЛПМ=0, akkor Л\L>0 és nem (!Í>L) -bői
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kapjuk, hogy J>M. Ez M-К esetén pont. az állítás, míg 

M\K?*0 esetén az előbbi gondolatmenettel kapjuk az M\K>0 

és az indirekt módon feltett nem(J>K>-ból, hogy M>J, ami 
a > aszimmetrikussága miatt ellentmondás.
A és J AM 5^0 esetben tételezzük fel, hogy K>J\M. Eb­
ből és a nyilvánvaló nem (0>M\K) -ból T4 alapján M>J\I4 adó­
dik. Ha J \M=L, akkor ellentmondásra jutunk a ТЗ-beli 

nem(M>L>-el. Ha viszont J\M\L#0, akkor a J\M\L>0 és 

nem(M>L> a J\M>M—hez vezet, ami lehetetlen, ha a K>J\M 

fennáll. Következésképpen nem(K>J\M) kell legyen, ez pe­
dig a JnM>0-al együtt éppen a bizonyítandó J>K—t jelenti 

az additi vitás miatt.
A T 4 felt étel ei mel1ett kel 1 1 ennie olyan 

s,t alternatívapárnak, melyre sPt és PPís,t)-(J,K). Je­
löljük VieN-re a*, b,.- vei az egyes tényezők lényegességét 

biztosító attributumértékeket. Ezekre tehát VieN: а*Р*Ь4 

igaz, és megválaszthatjuk őket úgy is, hogy Vi eJ—re at=5i
bi=5i legyen.

Tekintsük az хАг-а± ,ha ieJuL ; !<t :=bt különben , illetve 

az yi:=at , ha.ieKUL ; уis=b* különben meghatározásókkal 

definiált >í , у al ternat í vákat. Megmutatjuk, hogy xPy. U- 

gyanis, az s-ből kiindulva az N\(JuK)-beli tényezőknél az 

Si-t egyenként ti.-re cserélve kapunk egy s,s',...,s" so­
rozatot. A 3.1.2.definíció (ii> szerint sls'l...ls". hi-

Mivel a P negatívan tranzitív, 

így sis", és ezért sPt miatt s"Pt kell legyen. Az s" te­
hát csak a JuK-n különbözik t-töl, így kihasználva a P 

függetlenségét és az egyenlő komponenseket előbb L-n 

ti-ről ai-re, majd N\(JUKuL)-n tt-ről bt-re cserélve kap­
juk, hogy xPy.
Legyen zi:=a4 ,ha ieLuK\M ; Zis=bt egyébként . Biztosan 

nern(zPy) ,mivel ha KnM-0, akkor y-z , míg KnMé0 esetén 

P(у,z)-KnM > 0—P< z,у >.
A wi:=a4 ,ha i eKUM ; w(:=bi különben; által megadott w-re 

PP <w, z ) = (M, L) , így mivel nem<IÍ>L), tehát nem(wPz). Ezt

T10 > T4 :

és VieK-ra ai=t, bi=ti i ч

szén Vi sN\ (JuK) -ra Sí Itt 1 «
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összevetve az imént kapott nem<zPy)-al kapjuk, hogy 

nem(wPy). Tudjuk viszont, hogy xPy így megint csak a P 

negatív tranzitivitásáböl következik az xPw reláció. Ez 

pedig állításunkat jelenti, hiszen PP (x ,w) = (JUL,Kuli) .
összevetve a T4 és T5 -feltételeit, 

nyilván csak a (JuL) fi(KuM)= 0, JnL-0, J>K, C nern (L>ti) és 

nem<M>L)3 eset az érdekes. Lévén Lnli-0, a legutolsó fel—
<L , M> = ( 0,0) esetén teljesülhet 

Ekkor viszont az állítás azonos az egyik feltétellel.
A definíciókból nyilvánvaló.

A rövidség kedvéért a most kővetkező három 

pontban tegyük fel, hogy e(i)=i VieN-re.
A T5 feltételeiből következik, hogy

3zPw: PP(z,w>=<L,M). A 1 exikografikusság miatt tehát 

és minL < minli , amikből min(dUL) < min (Kuli) 

valamint JuL/0 is következik. Kell lennie tehát olyan a,b 

alternatíváknak , melyekre PP(a,b)=<JuL,KuM)^(0,0) telje­
sül, így aPb a T12 miatt, vagyis JUL>KUM.

A Tó-ban feltett JnK==0-ból а За, b: PP<a,b>= 

(J,K), míg a <J , K) ( 0, 0) -ból a kizáró értelmű vagy minJ < 

minl< vagy minkXminJ következik, azaz vagy aPb és így J>K, 
vagy bPa és ekkor K>J teljesül szintén kizáró értelemben.

Indirekt módon tegyük fel, hogy léteznek o- 

lyan J1 , . . . ,Jfn£N at.tr i butum-r ész hal mázok , hogy . . >
Nyilván egyik sem lehet üres. Léteznek tehát olyan 

alternatívák, melyekre 

J1'*"1) /J«"-4'1: 1 /. Ezekből а T12 szerint a fflinJl<minJ2<. . . 
<rninJm<mi nJ 1 adódik, ami nyilvánvalóan lehetetlen.

Tegyük fel indirekten, hogy JnK=0, 
(J ,K> < 0,0) , nem(J>K) és nem(K>J) . Nyilván sem J, sem К
nem lehet üres. A duplán lényegesség szerint 

3 ajPjbjPjCj . Definiáljuk az x,y,z alternatívákat a kö-
; VjsK-ra

VjeN\<JuK)-ra x j : =y j : =z j : =c j . 
Lévén PP <x , у)-• <K, <3) , PP(y,z)=<J,K) , a feltevésekből kap-

CT5 és .16 3 =~ > T4.:

tevés а T6 mellett csak

> T8 :TIO ---■ > T9
TI2 *=> T5 :

3xPy: PP(x,y)=<J,K)
és

mind < minK

T12 > T6 :

TI2 —— > T7 :

x A Py* (i—1,...,m) PP(xfc ,y* ) = (J4 ,

CT10 és TI 13 ==> T6 :

Vj eN-re

vetkezőképpen: VjsJ--re Xj:=bj , yj!=öj,

z j:=bj

2.1: =c j

xj:=aj, yj:=Cj, ;
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juk, hogy x < I UH) у (I UH) z , így T10 miatt x(lUH)z is igaz. 
Másrészt x-ből kiindulva és a J-beli tényezők szerinti
bj-ket egyenként Cj --re, majd a K~n az aj -két ugyancsak e- 

gyenként bj-re cserélve, a tényez őnkénti és a globális 

pref erenci arel áci ók kapcsolata alapján kapjuk, hogy xP. . . 
Pz. Ugyancsak а T10 miatt teljesül az xPz is, ez viszont 

ellentmond az indirekt -feltevést felhasználó előbbi meg­
állapít ásun к n а к.

T10 ==> T7 : Indirekt módon tegyük fel, hogy léteznek o- 

lyan Jx,...,JmCN attribútum-részhalmazok, hogy 

Jm>Jx. Nyilván egyik sem lehet üres. Létezik tehát olyan 

s,t al ternat ívapár , hogy sPt és PP (s, t) = (J *■ , Js) . a ténye­
zők lényegessége miatt VjeN-re 3 ajPjb 

az aj!=Sj, bj:--tj ; míg J2--n az а_,:~Ь 

Jelöljük x1-vei <i=l,...,m) az x1jz-aj ,ha jeJx ; x1J:=bj 

egyébként; meghatározásókkal megadott alternatívákat. Mi­
ll =J 1 , xm*l!=x1/, az indi- 

(PUIUH) x 1 kell le-

v ál asszu к J1~nj ?

b j:—s j értékeket.j 1

vei PP(x‘ ,xx-x)=<J* ,JX~X) /3 

rekt feltevés miatt x 1 (PuluH) Xя, . . 
gyen.
Másrészt, t-ből kiindulva és az N\ (J1UJÄ) -bel i tj-ket a 

velük inclifferens Sj-kre egyenként kicserélve kapjuk, 
hogy sPtIt'I...It". Mivel a P gyenge rendezés, így sPt". 

Ki használ va a P függetlenségét, az N\ (J x uJ = ) -bel i egyenlő 

komponensek Sj értékeit bj-kre megváltoztatva ххРхя adó­
dik. Van tehát egy szigorú preferencia a fenti sorozat­
ban, ami а T10 miatt >;xPx2-t eredményez, ez pedig nyil­
vánvaló el 1 éntmondás.

m 3.

• 5

D

3.4. Teljesen nemkomoenzatórikus struktúrák

Ezen alfejezet témája a 3.3.1.definícióban szereplő fo-
nemkompen—

preferencia-struktúrákban. Mint azt a 3.2.1.állí-
galmak közötti cisszefüggések vizsgálata teljesen 

zatórikus
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vén к=у. Amennyiben LcJ, akkor a J\L-beli cij-ket egyen­
ként bj-kre cserélve kapjuk, hogy >:F'„..Py. Hasonlóan, z=w 

,ha K=M ; míg zPw ,ha K>-M. A preferencia-reláció transi­
tiv! tésáb ól kapjuk, hogy xPw, s ebből JMí következik.

A Tll szerint léteznek az ajPjbj , 
bjPjCj értékek VjeN-re, sőt T9--ből következően az ajPjCj 

is fennáll. Nézzük az XjS-aj JUL-n, =bj (KUM) \ <KDM) -n, 
Xjí=Cj egyébként ; yjs^a., (L\J) U <K\M) ~n , yjS-bj JuM-n, 
yj:=Cj egyébként ; z : =aj KuM~n, z : =bj (Jul_) \ < JnL)-n , 
z j!—c j egyébként ; előírásokkal megadott alternatívákat.
А T5 alapján feltéve, hogy <JuL)A(KUM)=0 , J£K , LS-li , a 

F'P , у) “■ (J , К) az мРу—t, a PP (y , z ) ~ (L , II) az yF'z-t, míg a 

T9 az xPz-t eredményezi. Ez pedig a PP <x ,z > = <JUL,KuM) mi­
att pontosan a JuLSKuM-t jelenti.

CT5 és Tó és T7 3 ==> T12 :

£ T9 és TI 1.3 ==> T5 :

A Tó és T7 miatt a S* szigorú 

. ,ín>> halmazon, ugyanis a Tó— 

-ból a teljesség, a T7~ből az i r r ef 1 e>: i vi t ás, a kettőből 

együtt pedig a tranziti vitás következik. Létezik tehát o- 

lyan a permutáció az N-n , hogy mondjuk -Со < 1) 3-&■. . . SKa <n) >§• 
»0.
Tekintsünk olyan tetszőlegesen választott a,beA-kat, me­
lyekre PP (a , b) Ф (0, 0) . Legyen j«: =mi n-C j : o<j)eP<a,b)3- és 

jb:=minCj: о ( j ) eP (b , a) 3 . Ha j*< jb , akkor -Cj»3-<Kk3- minden 

keP(b,a)-ra, így T5-t kellően sokszor alkalmazva kapjuk, 
hogy •£ j«3-&P <b , a) . Ezt esetleg még összevetve a F'(a,b)\
\ íj «3-5*0 esetén fennálló P (a, b ) \ £ j*,3-£-0 -al szintén T5—bői 

j ön , hogy P <a , b ) $:P (b , a) , azaz aF'b .
Megfordítva, aF'b esetén nyilván PP (a, b > 5* (0,0) és j*<jto , 
különben az előbbi gondolatmenettel az ellentmondást je­
lentő bF-’a-ra jutnánk.

teljes rendezés a -C0,£13- f * »

Állításunk azonnal adódik a tételCTÍO és T1.13 ==> T12.. :
<c),(e),<f) pontjaiból és a 3.3. tétel <e> pontjából. D

A továbbiakban példákat adunk olyan nemkompenzatórikus 

struktúrákra, melyekben a fenti bizonyításban szereplő kö­
vetkeztetések valamelyike nem teljesül. A vizsgált tulajdon-
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к ü~ságok közötti összefüggések szempontjából tehát nincsen 

lönbség a nemkompenzatórikus és az általánosított nemkompen-
zat ör i кus str uкt űr ák кöz ött, hi szen a 3.3. t ét e 1 nуi 1 ván i gaz 

nemkompenzatór i kutsakra is, viszont a teljesen nemkompenz at lí­
rikusokra teljesülő, de az általánosított nemkompenz at ór i ku.s

nem feltétlenül fennálló összefüggések a nem­
kompenz at örikusokban sem szükségképpen igazak.
s t r u к t úr á к b a n

3.4,1.Fél da; olyan nemkompenzatórikus struktúrára, melyben 

CT10 és TUD =*> Ti2.
Legyen A=Ai »Aa—f0,1,23-» ÍO, 1,2> . A komponensenkénti R 

relációk egyezzenek meg a természetes számok közötti L 

rendezéssel, a globális preferencia struktúrát pedig ad- 

j u к m e g -а к öv e t к e z ő m át r i x s e g í t s ég év e 1 s

R=a. ,

А к önnуebb áttekint- 
h e t ős ég к e d v é ér t
a preferenciát 
az i n d i f f er enc i árt О 
az összehasonlít— 

hatatlanságot 
a f о r d í t о 11 p r e— 

férénei át 
/xP'ys < — >yPx/

jelöli .

О 1 2 
О О О

О 12 10 12 1 
111 12 2 21 -----!•---- — — 4“

о о
1 о
2 О

О i
•4” (_) — 

(_)
I н+ ... I + н I+ +

н--------1-
оО 1 

1 1
-Ь

+ о
•+■ + О ! + +

... I о -
- I + О

H“ "г j "Г Н- ÍJ j
------- ).

I + I-i- -I- -
+ + Ь2 1

------- 1-
0 .2
1 2

------- h------
+ н -
-I- -I- н
+ + н-

+
-к +•

2 2

Minden е ке1 őt t viz sg álj uк meg a t öbb t én уez ős pref erencia- 

-struktúra feltételeinek teljesülését. /Id. 3.1.2.definí- 

R reflexi vitása megfelel a főátló 0-val való 

kitöltésének, a függetlenség pedig a megfelelő elemeknek 

a blokkon belüli, ill. egy adott pozíció blokkok közötti
R2 fenti definíciójá­

val, és a főátlóban levő blokkok átló alatti elemeinek, 
valamint a főátló alatti blokkok diagonál is elemeinek 

jellel történő kitöltésével nemcsak a 3. 1.2. def i n lei ó ( i i )

ció/. Az

Rí ésátlós el tol hatóságának. Az

4“

feltételt és a duplán lényegességet elégítjük ki, hanem 

kimerítjük a függetlenség minden lehetséges esetét is. A 

P aszimmetrikusságát az egyidejűleg a föátlóra szimmetri­
kusan beírt jellel biztosíthatjuk. A főátló alatti
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+ j e 11 e 1 v a 1 ó к i t ö 11 és e a 

P tranzitivit ás én а к telj esül ését is
b 1 о к к о к át. 1 ó а 1 a 11 i e .1 eme i n e к
(i i i ) felt étel és a
mag a ut án von j a..
Legyen (10>P(01> , <20>P(01) , (11)P(02) , (21)P(02> ,
(20)P (11) , (20)P(02) , (21)P(12) ,valamint (10)H(02> ,
(20)H(12) . Esek éppen as ( í 1> , C23- > pref erenci aprofi 1 ú
alternatívapárok, így teljesen megadtuk a globális prefe­
rencia-struktúrát. A 2.3. 2. ál 1 í t ás alapján könnyen adó­
dik, hogy a P negatívan tranzitív, ami a fent megállapí­
tott. aszimmetrikussággal együtt a struktúra gyengén ren­
dezettségét jelenti. Megállapíthatjuk, hogy С1> >0 , C23>0
•íl,23>0 , í1> >Í2> . Lineárisan tudjuk tehát rendezni az 

attribútumokat, legyen tehát ö(j)s=j (j-1 , „ , „ ,n) . Mivel 
minP((10),(02)) < minP((02),(10)) és (10)H(02) ,így a
struktúra nem lehet, lexikagrafikus.

A további példáknál csak a pref erenci a-strukt úr át adjuk 

meg, és eltekintünk az adott tulajdonságok teljesülésének 

részletes meggondolásától. Ezek egyébként könnyen megtehetők 

az alternatívákat rácspontokként, a relációkat pedig irányí­
tott élekként ábrázolva is.

3.4.2.Pél da; olyan nemkompenzatórikus struktúrára, melyben 

ГГ5 és Tó és 171 =*> TI2 .
Az alternatívahalmaz legyen 

pedig mint az előbbi példában.
A:=C0,1,23-«C0, i> Rí, R*, az

0 1 2 
1 1 1

10 1 2
I 0 0 0

0 0 I 0 -
1 О I + 0
2 0 I + -I- 0
0 1 I +
111+ + H
2 11+ + +

-—+

4~
H H —+---- +.—
0H
+ о 
+ +

------- J----------- h--------

(10)P(01) miatt Í13M23- , így az attribútumokra vo-

, így a

Az
(20)H(11)natkozó feltételek teljesülnek. Mivel 

struktúra nem lehet 1 exikografikus.
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5.4.3» Példa; olyan nemkoirtpenzatórikus struktúrára, melyben 

CT9 és 1113 =*> T5 .
Legyen n:=3 , (Aj,Rj):=<£0,1,23-,1) <j=l,2,3). Aduplán
lényegességet nyilván teljesítő struktúrában legyen 

(102)P(200) és (002)P(010) . Ezé к ép p en a £3 3->£ 1 У ,i11. 
£33>£23-t jelentik. Ha most a 3.4. 3.. pél dához hasonlóan 

vesszük a 3. 1.2. def i n í ci óban megkívánt relációkat és az 

összes eddigi preferencia tranzitív lezártját, akkor sem 

kapunk olyan xF'y párt, melyre PP (x , у) = ( £33- , £ 1,23-) . Az
eddig nemi említett párokat összehasonl íthatatl annak minő­
sítve kapjuk, hogy nem < £3} >£ 1,23-) ,ami a szuperadditivi— 

tás nem teljesülését jelenti.

Megjegyezzük, hogy a feltételek miatt kisebb méretű hasonló 

példát nem lehet találni, a rövidség kedvéért viszont elte­
kintettünk a 27:<27-es mátrix közlésétől.

5.4.4.Pél da; olyan nemkompenzatórikus struktúrára, melyben 

T9 =5*> T2 .
Legyen
s z о n t a z e 1 s ö t én у e z ön

A;-£0,1 , 23- * £0,1 У * £0,1 У , BL-, és R3 mint eddig, vi —
11 л. О , 2 í X 1 , 2P j О .

0 1 2
0 0 0
3. 1 1

0 1 2
1 1 3.
1 1 1

0 3. 2о о 0о о 0
0 1 2
1 1 1о о 0

-I- ------ 1-—-i------
о 0 - о о 0 
+ о 0

о о 0
1 о 0
2 0 0

--- ~ -I------ ~b------
о о - о о 0 
-!• 0 0

0 1 0 
1 1 0 
2 1 0

4
4-4- 4
H4-4

------ 1_---- 4----------- (-•-
о 0 -• о о 0 + о 0

H0 О 1 
1 0 1 
2 О 3.

4
4-

4- 4-
----- 4----- 4-- -----4------

о о - о о о + о о
О 1 1 
1 1 1 
2 1 1

44 -4
4- -j-44 4-

44 4' 4- 4 4-
4*4 44 4

Az (110>Р(001> miatt £2>>£3> . Mi vei az egyetlen 

( £1,23-, £33-) pref erenciaprof i 1 ú al ternatívapár összeha­
sonlíthatatlan (210>H(001) , így nem ( £ 1,23->£33-) .jóllehet
az additivitás feltételei teljesülnek. Az üresen hagyott
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helyeket H-val kitöltve parciálisán rendesett struktúrát 

kapunk.

5.4.5.Példa: olyan nemkompenzatórikus struktúrára, melyben
T9 =je> T7 .
Legyen n:=3 , (Aj ,Rj ) : = ( СО, 1 ,21- , L) (j-1,2,3) , továbbá
(200)P(010) , (020)P(001) , (002)P(100) . Ezek éppen azt
jelentik, hogy í 11- >Í2> >Í3> >C 13- „ A 3. 1.2. definíció fel­
tételeinek és a P tranzitivitásának, ill. aszimmetriájá­
nak is eleget tehetünk anélkül, hogy ellentmondásra jut­
nánk. A hiányzó relációkéit minősítsük összehasonlíthatat- 

1 annak.

A p él d áb ól n у i 1 v án T8 - ^ > T7 is к övét к ez i к , és meg ál 1 ap í t 

hatjuk, hogy még egy duplán lényeges parciálisam rendezett 
nemkompenzatórikus struktúra sem feltétlenül 
acikiikus.
Megjegyezz ük,
struktúráknál a fenti példákban szereplő összehasonlíthatat- 

lanságok tetszés szerint indifferenciára is cserélhetők.

attributum

hogy általánosított nemkompenzatórikusaz
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4. SÚLYOZÁSOK

A többtényezős döntési problémákban az alternatívák 

megítélésekor a tekintett értékelési szempontok általában 

nem egyformán fontosak a döntéshozó számára, így a döntést 

segítő eljárásokban is lehetőséget kell adni a különböző té­

nyezők eltérő mértékű figyelembe vételére. Természetesen a 

választott aggregációs módszer határozza meg ennek konkrét 

formáját, többek között a szempontok relatív fontosságait 

kifejező, a döntéshozótól igényelt információk típusát; ezen 

viszonyok számszerű kifejezését; felhasználási módját; stb.. 

Nagyon sok módszerben pl. a tényezők fontossági viszonyait a 

hozzájuk rendelt súlyok arányai fejezik ki, hiszen ezekkel a 

számokkal a módszerben használt valamely additív mennyiséget 

szeretnénk modulálni, mégis merőben más kihatásuk és jelen­

tésük van mondjuk az UTA, a PROMETHEE, vagy éppen az ELECTRE 

módszerben.

Ebben a fejezetben a tényezők súlyozásának néhány kér­

désével foglalkozunk. A súlyok meghatározása is az egyes 

szempontok szerinti értékelések aggregál ásához szükséges ún. 

inter-attributumos információk megszerzésének folyamatába 

tartozik, ezt a kérdést mégis az alternatívák közötti érté­

kel ésekre gyakorolt hatásuk mellőzésével tárgyaljuk. Ehhez 

alapot az előző fejezetben foglaltak biztosítanak, hiszen 

ottani megállapításaink nagyon röviden úgy összegezhetők, 

hogy a nemkompenzatórikus struktúrákban az alternatívák kö­

zötti értékeléseket alapvetően az előnyöket, ill. hátrányo­

kat jelentő tényező együttesek fontossági viszonyai határoz- 

z ák meg. A vizsgált típusok is csak az ezen általános sza­

bálytól való kisebb-nagyobb eltérések lehetőségében külön­

böznek .
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4. .1. El mél et i meg kö:-: el it és

As attribútum-részhalmazok közötti fontossági viszonyok 

v izsgálát áb a n n érn i 1 e g h a s on 1 ó u t a t к öv e t ün к , m i n t a m i t a z 

alternatívák közötti értékítéletek jellemzésekor a 2.feje­
zetben tettünk. Kiindulópontunk a "fontosabb, mint" reláció 

lesz, s ezt a > jellel fogjuk jelölni. Amennyiben a döntés­
hozó nem talál érdemi különbséget két attributum-részhal máz 

között, akkor erre a » jelölést fogjuk alkalmazni.

4.1.1.Definíció: Az N = í 1 , n У h a 1 m a z r és z h a 1 m a z a i n а к
>- к ét v ál t oz ós r e 1 ác i ö2N-~el jelölt halmazán értelmezett 

( i ) asz i rnmetr i kus ;
< i i ) "monoton" , az az VJ,KcNs K'-j ■—> J>-K. ;
< i i i > VJ,KClM: J~K s< — > Cnem <J Ж) és nem (Ю-J ) 3 .

Nyilván a fi reflexív és szimmetrikus, tehát pl. 0~0 ,továb­
bá VJüN: J>j>0 . Д fenti tulajdonságok mindegyike tel­
jesül az előző fejezetben vizsgált preferencia-struktúrák~ 

> értelmezhető az ottani >~ként. A teljesen nem-bari ,

kompenzatórikus struktúrákban pl. lehet
A gyakorlatban a fenti tulajdonságokkal feltételezetten

így

fcf

rendelkező fontossági viszonyokat kell felderíteni és szám­
szerűen kifejezni. Olyan tényleges információkra van szüksé­
günk, melyekkel gazdagabbá tehetjük a "monotonitás"-ból adó­
dó tártál máz ás szerinti rendezést. Különösen érdekesek lesz­
nek a diszjunkt attribútum-részhalmazok összehasonlításai.

A reprezentáció itt is a vailós számokra történő rel á- 

ciótartó leképezést jelent. Egy alkalmasan választott 

aszimmetrikus relációval tehát olyan w:2N—>ÍR függvény meg­
határozása a cél, melyre J>K ==> w (J) >*., ,sw <K> teljesül az 

összes ismert ítéletre. E súlyfüggvény segítségével azután 

kibővíthetjük a "fontosabb, mint" relációt a 

w(J) >„,.sW<K) meghatározás által.
Az alábbiakban az additív súlyok esetét tárgyaljuk. 0~ 

lyan súlyfüggvényt keresünk, melyre a

J Ж s< — >
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hogy minden J,KCN-re

J R >K = = > w (J ) > 7\w (К) + 6 

, ahol

JR«X == > w (J) £?\w <К) +6és<4- 1)

w(J) = E wj
J ад Cl

és w < 0)=0

, ha minden mslN0ra

C VkeM: - СО, 1 , . . . , m> : J*R>X* és MкFi„L1 =~>(4.2)

m m
[ E (y(Jk)+Ay(Lk)) Ф E (7vjj(K„> +n<M*) ) 3 .

M:—0и«»©

WT:=Cwl,...,wnjelölés bevezetésével a 

(4.1)— t átfogalmázhatjuk a vele nyilván ekvivalens 

léteznek olyan 

JR-,.K 

JR-K
ál 1 í t ásra.

Bi z on v í t ás; A

Wi,...,wn,i számok, hogy minden

> Cjj(J),03-W > CMj<K),13-W

> [ jj (J ) ,03 * W i ET'.g(K) , 1 3-W

J,KcN-re

és(4.1')

Sz ük s ég esség; Legyen rnelNo és VkeM-re J^RvK* és MkR^Lh . 

(4.1') miatt létezik olyan WsIR0""1 ,hogy VkeM-re 

,03-W > С-Ли(К*> , 13 >W 

Cäjj(Lwc) , 13-W 1- Eu(Mk:),03-W .

A 2(m+l) db egyenlőtlenséget összeadva kapjuk, hogy

és

m m
í S (u(Jk) +/4JJ < L^:) ) , m+1 D - W > LE < Ap (Kk ) + p (Mk ) ) , m+1 3 - W

V« «*o к m»0

ami csak akkor állhat fenn, ha

m m
E (y(Jk)+Äu(Lk>) * E (Äu(Kk)+y(M„)) .

k: —Ok: — О

Ezzel beláttuk, hogy (4.1') > (4.2) .гг --j:

Elegendflséa; Indirekt módon tegyük fel, hogy (4.1') nem 

igaz. Tekintsük az összes attribútum-részhalmaz párokat, 

melyekre EjE>Fj (j~l,...,s) és C^R^D* (k=l,...,t) . Mi­

vel R>- és R„ sem üres, ezért biztosan s,til .

Indirekt feltevésünk szerint nincs olyan W<=IRr,H-J- ,hogy 

Cu<Ej)-ajj(Fj> ,-13 «W > 0 (j = l,...,s)

СЛрШ*) -y(Ck) , 13-W 2: 0 (k = l,...,t) 

teljesülne, így a 4.1.1.tétel szerint léteznek olyan 

txi , . . . , <хш, (3a. , . . . , ßt e Wo sz árnak , hogy az

és

ölj... , Q(m nem
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mind nullák, és

£ ajCu(Ej)-7vy<Fj> ,-13 + E (Sk il 7\jj (Dfe )—y (Cv,) , 13 = 0 .
jn«l k: «*• 1

Ez azt jelenti, hogy

£ oíjUÍEj) + 'Л E = Л-£ otjU<Fj)-+ E a*p<C*>
j — 1 W. — 1 J -• 1 К — X

E ocj = E pk eWo\ÍO> -
i<— 1

m= E aj —1 , továbbá
j «• ж

és

j — i.

Legyen

ж : =E 1 , K0=KJ о: -. . - s = J --ж : “Fж ;o< 1 —

-ж::-Е2 , K«i =К«и-вс5»-ж s =Fs» j>3.ж«Ж 3 = - ■ . : -J

. . . J,„: =E. . . . Km3--F« ;; . . . ;

valamint hasonlóan

L0: : =Di , H0:=...:=M i!=Ci ;г» ж —

-ж:=02 , Меж =li ж : =Сз: ;:=...з—L ta i -ьо'-г-

. -.Lm3 =Dt . -. Mm3 —Ct; . . - ;

meiNo számot ésTal ál tunk t eh át о1 уan 

(k=0,...,m) részhalmaz párakat, hogy

Jк és MkR»Lk

E (u(Jk) +*y<L„> ) = E (Äjj<Kk)+y(Mk)]
k<**0I*:«* О

,ez pedig pont a (4.2)-beli következtetés tagadása. □

Megjegyezzük, hogy az előbbi tétel inkább elméleti jelentő­

ségű, hiszen a gyakorlatban lehetetlen a <4.2>-ben leirt 

végtelen sok feltételt ellenőrizni.

4.2. Epv súlyozási eljárás, a középponti súlyok

Ebben az alfejezetben egy olyan eljárást ismertetünk, 

mely a > "-fontosabb, mint" reláció additív valós reprezen­

tációjának meghatározására szolgál a döntéshozóval folyta­

tott párbeszéd során kapott, a >—ra vonatkozó sorrendi ösz-
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--bázismegoldásokat lépésenként kiszűrjük, 

i.-ik lépésben -f el tétel rendszer ünk azAz

L.t = C l'.w, ál : Cw^IlüO , AiWÍO , i^w=l >

lehetséges megöl dáishal máz t eredményezi, ahol A± a -fenti de­

finíciókkal megadott, csak -1, 0, 1 elemeket tartalmazó e-

gyütthatómátr i x .

Ismerve az Li korlátos, konvex poliéder minden csúcs­

pontját, az eddigi összehasonlításokkal konzisztens minden 

érték előáll, mint a csúcsok konvex kombinációja. Amennyiben 

a döntéshozó nem talál elfogadható, vagy elvetendő értékeket 

a csúcsok között, úgy az egyenlő együtthatókkal képzett kom­

binációt tekintjük a súlyok és a küszöbérték becslésének.

A csúcspontok egyébként a lehetséges megoldások közüli 

olyan választásokat képviselnek, melyekben bizonyos ítélete­

ket hangsúlyozunk a többi rovására, és a küszöbérték is a 

lehető legnagyobb vagy legkisebb. A csúcsok gyakran túl sza­

bályos értékeket jelentenek, az eljárásból és az együttható­

mátrix speciális tulajdonságából következően. éppen ezért 

nem vezet megfelelő eredményre például egy lineáris célfügg­

vény /mondjuk a küszöbérték, vagyis a határoló hi persí kokt ól 

való "távolság" maximalizálása/ szerinti optimalizálás.

A csúcsok másik kellemetlen túl ajdonsága, hogy a lehet­

séges halmaz változására, vagyis új összehasonlítások figye­

lembevételére érzékenyek. Elképzelhető, hogy egy új ítéletet 

reprezentáló hipersík az eddigi "legjobb" pontot is levágja. 

Mindezen érvek alapján javasoljuk a "középpontot", amely 

stabilabb, és átlagos "távolságra" van a szélsőséges válasz­

tási stratégiákat képviselő csúcsoktól, melyek ismeretében 

egyszerűen számítható.

A módszer tetszőleges kérdezési stratégiával használha­

tó. A lehetséges megoldáshalmaz lépésenként! meghatározása 

lehetőséget ad a dinamikus kérdésfel tevésre éppúgy, mint az 

addigiaknak ellentmondó ítéletek kijelzésére és a korábbi 

összehasonlítások f el ül vi z sg ál at ár a. A kérdések csupán a
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diszjunkt kritérium-részhalmazok fontosság szerinti sorrendi 

viszonyaira vonatkoznak, a döntéshozónak tehát nem kell sem­
milyen számszerű becslést vagy összehasonlítást tennie.

A módszert annál könnyebb alkalmazni, minél kevesebb a 

kérdések száma, másrészt viszont minél szükebb a lehetséges 

megoldások halmaza, annál pontosabb a becslés. Ezen elvárá­
sok közötti megfelelő egyensúlyt jelent a következő kérdezé­
si algoritmus /ld. Churchman-Ackoff<1954), Knol1-Engel berg 

<1978)/:
Először páronkénti összehasonlításokkal meghatározzuk az 

egyes kritériumok sorrendjét, azaz az összes Íj3-,fk3- 

j,keN párra adott információ alapján meghatározott közép­
ponti súlyok csökkenő sorrendjének megfelelően sorbaál­
lítjuk a kritóriumokat, legyen ez pl.
/Az összehasonlításoknál csak a

j iák

•C13- , -C23- , . . . , Cn3- .
> megkövetelt tranzití­

vet ását használhatjuk fel a kérdések számának csökkenté­
sére?, de mivel a >- nem feltétlenül negatívan tranzitív, 

így abból, hogy nem < Ci 3- >-C j 3-) és nem < í j3- >--Ck3- > még nem 

következtethetünk arra, hogy nem < fi 3- ><. k> ) .
A fenti sorrend csak akkor jelent fontossági sorrendet 

is valamely j<k--ra, ha Wj>w^+-5 az aktuális .3-val./ 

Ezután a kapott sorrendet szisztematikus ellenőrzésnek vet­
jük alá oly módon, hogy a sorrendben előbb szereplő e- 

gyetlen kritériumot a tőle hátrább ál 1ó kritériumok kom­
binációival vetjük össze, azaz az i . -i к lépésben C i 3- •—t 

az Ci +1 , . . . , j3 -vel valamely i +23j ín-re a következő módon:

1° i: = 1 ; j : =n 

ha Ci3>Ci + l ,... fii­
akkor menjünk a 3°-ra 

különben ha j>i+2

2°

akkor j:=j--i ; menjünk a 2°-re 

különben menjünk a 3°-ra
ha i<n~23«

akkor i:=i+l ; j:=n ; menjünk a 2°-re 

különben vége .
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A páronkénti összehasonlítás legfeljebb n(n-l)/2 

ellenőrzés legfeljebb (n-1) (n--2> /2 kérdést jelent, így ösz~ 

szesen legfeljebb (n --1) = összehason1ításra van szükségünk. 

A lehetséges megoldások halmazának ki térjedésére, vagyis a 

becslés hibájára felső korlátot ad a középpont és a csúcsok 

távolságának maximuma, érdemes meghatározni a minimális tá­

volságot, és e két mennyiség arányát is, amiből a lehetséges 

halmaz "szabályosságára" következtethetünk. Mindezen jellem­

zők könnyen számíthatók a módszer folyamán.

, az
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