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Chapter I  

 

Introduction  

 

1.1. The actuality of this research 

 

Exploitation of hydrocarbons (HCs) and water, the two most important fluids for 

the global economy is connected to subsurface rock bodies. The research of these 

reservoirs requires both thorough geological knowledge and technical equipment. Fluids 

(liquids and gases) are basically trapped in pore space of diverse rock types that changes 

dynamically both in time and space. 

The pore space of the rocks is formed by effects of several processes. The porosity 

is an important derived property of sedimentary rocks that are controlled in part by the 

textural characters (such as grain size, shape, packing). Because the porosity is a 

fundamental controlling parameter in the movement of fluids through rocks and sediment, 

it is of particular interest to petroleum geologists, and hydrogeologists. The porosity (and 

permeability) also play role in the diagenesis of sediments by regulating the flow through 

rocks of fluids that promote dissolution, cementation, and authigenesis of minerals. 

According to Boggs (2009) classification, porosity may be either primary 

(depositional) or secondary (postdepositional). Primary porosity can be of three types: (1) 

intergranular or interparticle pore space that exists between or among framework grains, 

such as siliciclastic particles and carbonate grains; (2) intragranular or intraparticle pore 

space within the particles, such as cavities in fossils and open space in minerals; (3) 

intercrystalline pore space between chemically formed crystals, as in dolomites. Secondary 

porosity may include (1) solution porosity caused by dissolution of cements or metastable 

framework grains (feldspars, rock fragments) in siliciclastic sedimentary rocks or 

dissolution of cements, fossils, framework crystals in carbonate or other chemically formed 

rocks; (2) intercrystalline porosity arising from pore space in cements or among other 

authigenic minerals; (3) fracture porosity, owing to fracturing of any type of rock by 

tectonic forces or other processes such as compaction and desiccation. 

The reservoirs, where a fracture system provides storage space and flow paths, have 

ever growing economic value nowadays. The most common condition of fracture 

formation is that the rock mass should suffer brittle deformation under its tectonic 
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evolution. Brittle deformation can evolve only in well-cemented, compacted rocks. 

Generally, the older rock masses have higher probability to intense deformation and so 

often contain several fracture generations.  

In Hungary, apart from the clastic Miocene and Pliocene sedimentary reservoirs of 

the Great Plain (like AlgyŖ) the most significant hydrocarbon (HC) deposits are related to 

the basement metamorphic rocks and granitoids (like Szeghalom, MezŖsas, Pusztafºldv§r, 

Battonya), as well as to the Mezozoic carbonates that can be found several kilometres deep 

(like Szeged, ¦ll®s, Zsana).  

The HC explorations started in the Hungarian Paleogene basin in the early 2000s. 

Reservoir rock types include Paleogene sandstones, limestones, and marls. The principal 

reservoirs are the Eocene SzŖc Limestone and sandstone bodies of the Oligocene Kiscell 

Formation, some of which are tuffaceous. Productive reservoirs also occur in the Triassic 

limestones of the basement (Dolton 2006). The most traps in the Paleogene basin are of the 

structural type, where also traps in the Mesozoic basement beneath the Tertiary 

unconformity have hydrocarbon potential (Dolton 2006). Although the basement is heavily 

fractured, the fracture network and its relationship with the various lithologies and 

positions of the unconformities are poorly known.  

One of the most important HC field in the Hungarian Paleogene basin is the Gomba 

field which is related to the Eocene clastic rocks and the Triassic basement. The production 

of the Gomba field started in 2003 and actually it has outstanding capacity and plays very 

important role in the domestic oil production. The field is related to a buried limestone 

high divided by normal faults, a typical structural form in the basement of the Paleogene 

basin. So, a detailed lithological and structural knowledge about the Gomba field could 

lead to localize more similar fields in the region.  

 

1.2. Outlook 

1.2.1. Carbonate fluid reservoirs 

 

From geological point of view, reservoirs mean porous, permeable rock masses 

containing fluids, especially HC or water, in commercial quantities (Ahr 2005). Under 

appropriate conditions, these reservoirs can develop in several rock types but the highly 

significant ones are the reservoirs in sandstones and carbonates, both concerning 

abundance and productivity.  
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There are several periods in the geological past when carbonates were formed in 

huge quantity, but the most important reservoirs can be found in the Ordovician and 

Mesozoic carbonate masses, worldwide. Geographically, most deposits are located in the 

Middle-East, Libya, Russia, Kazakhstan and North America (Ehrenberg and Nadeau 

2005), but the Hungarian ones also have local significance (Dolton 2006) (Fig. I.1).  

 

Fig. I.1: Carbonate hydrocarbon reservoirs on the Earth (According to Ehrenberg and Nadeau 2005) 

 

The first exposed field in carbonate rock was the Heide field in Germany in 1856, 

the yield of which was as high as 1 MMBO (Million Barrels of oil), still, the exploration of 

the US Lima-Indiana trend in 1884 was the real breakthrough (Keith and Wickstrom 

1991). Nowadays about 50ï60% of the produced gas and oil comes from carbonates 

globally (e.g. Rochl and Choquette 1985), moreover the biggest explored oil deposit in the 

world (Ghawar, Saudi Arabia) and also the biggest known gas site (North Field/South Pars 

straddling the Quatar/Iran border) are carbonate reservoirs as well. 

Carbonate and sandstone reservoir-types differ from numerous aspects. The two 

main differences lay in the dinamics of the sediment deposition (allochthonous in the case 

of sandstones and autochthonous in the case of many carbonates) and in the chemical 

reactivity of the rock-forming minerals as carbonate minerals are much more reactive than 

sandstone minerals (quartz, feldspar, mica) (Ehrenberg and Nadeau 2005). The chemical 

activity of the rock forming carbonate minerals (calcite, aragonite and dolomite) has huge 

effect on the diagenetic processes and the storage capacity, too. While the impact of 

eogenesis is subordinate in cementation of sandstones, in the case of carbonates it often 

leads to extensive early lithification which can dramatically change the primary porosity 

(Ehrenberg and Nadeau 2005). 
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As a first approximation, the spatial heterogeneity of carbonate reservoirs is higher 

than that of sandstone ones which results in the fact that production rate of carbonate 

reservoirs is generally lower. In the carbonate rocks, the several generation of cement 

phases decrease the effective porosity. An advantage of the carbonate rocks as reservoirs is 

that they can be heavily fractured which can increase the effective porosity. Recognition of 

the fracture system is essential for carbonate reservoir studies. Certain features of the 

fracture system, such as connectivity of the fractures, fundamentally determine the 

permeability of the reservoir. Spatial density and geometric features of the fractures, like 

length, aperture and shape can build up huge interconnected reservoir blocks. In another 

cases fractures can even isolate areas from the hydraulic stream. 

An additional important feature of the carbonate reservoirs is that their porosity can 

be highly modified by dissolution due to diverse acid fluids, like carbonic acid. Dissolution 

usually takes place along the fractures and widens them. At low flow speed, usually 

cementation is carried out, while in the case of higher permeability and higher flow speed, 

dissolution dominates (Singurindy and Berkowitz 2005). This process acts as a positive 

feedback: the broader the fracture the bigger the degree of widening. In reservoir scales 

this process will result in zones with extremely high porosity and permeability along the 

fractures, which, in fact, can be treated as cave voids or cave systems. 

According to Shepherd (2009), the carbonate reservoirs can be grouped into the 

following six typical forms based on differencies in dynamics of carbonate host rock and 

reservoir-forming processes: (1) organic build-ups including reefs, (2) grainstone shoals on 

shelves, (3) subtidal and intertidal complexes, (4) leached zones below unconformities, (5) 

chalk and (6) karst and paleocave systems. Hereafter only the last type will be introduced 

in detail. 

 

1.2.2. Karstic and Paleokarstic fluid reservoirs 

 

Despite all exploration and recovery difficulties, what mainly comes from the 

heterogeneity of the karstic reservoir, their economic potential is ever-growing. Plenty of 

the fields on the American continent (Puckett field/Texas, Late Ordovician, Yates/Texas ï 

Perimian, Golden Lane fields (Mexico) ï Lower Cretaceous) and also a high majority of 

the Chinese stores are in paleokarstic reservoirs (Zhang and Liu 2009). Even if they are 

essential, karstic and paleokarstic reservoirs play a special role among carbonate 

reservoirs, mainly because of the special behaviour of porosity and permeability. 
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According to Zhang and Liu (2009) karstic reservoirs have specific attributes. 

During the drilling, the ROP (Rate of Penetrating) is typically high but can change 

suddenly. Also the caliper may increase suddenly, core recovery rate is low and the drill bit 

blows off occasionally. Partial or total mud loss is also typical during the drilling of 

paleokarstic reservoirs. Natural gamma and neutron porosity rate is typically high, while 

the different resistivity values and the rock density show low values. Cores brought to the 

surface often have steep-angled fractures, dissolved and other weathered surfaces and 

breccias of different types. 

 

1.2.3. Classification of paleokarsts 

 

Nowadays two approaches exist on how to classify paleokarsts. The earlier one is 

that of James and Choquette (1988), who have separated three distinctive groups on 

stratigraphic grounds. The more familiar classification scheme of Esteban (1991) is based 

on the link between karstification and different order unconformities, i.e. it applies a 

sequence stratigraphic approach.  

 

1.2.3.1. James and Choquette (1988) classification 

 

¶ Synsedimentary paleokarst: karstic phenomena of this group are of the same age as 

the sedimentation process itself, and they are associated with the cyclic formation 

of the carbonate platform. The karstic surface during the formation is no more than 

cm/dm range and it is mostly formed on the weakly or not at all lithified sediment. 

Often the subsurface solution forms are only of micrometer size. 

¶ Local paleokarst can be formed if the edge of the carbonate platform gets 

temporarily exposed. Depending on exposure time, even significant subsurface 

forms may be developed but they usually are laterally pinched out within a 

relatively short distance. 

¶ Regional paleokarst is evolved if a long exposure period is existing. Karstic forms 

cannot be linked to the sediment formation of the carbonate material in this case. 

The presence of the solution forms affects large areas both vertically and laterally. 

These cavities frequently are filled by the dissolution remnants or allogenic debris. 

1.2.3.2. Esteban (1991)ôs classification 
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The basis of the Esteban (1991) classification system is presence of unconformities 

of different orders. Discordance surface means a time-gap which can be originated either 

due to erosion or due to interruption of sedimentation. Unconformities can be grouped 

hierarchically depending on the size of the stratigraphic hiatus. Depending on the extent of 

the hiatus, different types of karsts can form (Table. I.1).  

 

Table I.1: Classification of the unconformities associated to paleokarsts, and the typical karst character. (Based on Esteban 

1991)  

 

 

1.3. The aims and structure of the dissertation 

 

The dissertation studies the connection between karstic forms and the features of 

the fracture system in a recent and in a paleokarstic reservoir in Hungary. At first, a well-

known area with diverse surface and subsurface forms in the Mecsek Mts. is studied. 

Based on experiences of this surface area, the dissertation also deals with the petrological 

and reservoir geological features of the important Gomba hydrocarbon field.  

This latter region is of high priority in the domestic hydrocarbon production. Its 

examination started in the late 1990s, while production has been going on since 2003, 

within the scope of MOL Plc. The first interpretations of the reservoir rocks (unpublished 

MOL report) introduce the area as a fractured karstic reservoir without understanding the 

impact of karstification on the reservoir features. Based on these early results, the key aim 
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of the dissertation is to explore the relationships between the karstification and the 

microfracture network in the Gomba field.  

The work includes two parts. The first section applies the relationship between the 

fracture parameters and the karst forms in the Mecsek area; the second one is related to the 

Gomba field petrology and its fracture network. The main questions to answer are the 

followings. 

1) Can the fracture network contribute to compartmentalization a reservoir? 

2) How do spatiality of fracture network geometric parameters and the locality of the 

karstic objects relate to each other? 

3) What fracture geometrical parameter has the most important effect on the spatial 

distribution of the karstic objects?  

4) Can fracture system serve as a HC migration pathway in the Gomba field? 

5) Has fracture dissolution and karstic processes any effect on behaviour of the 

Gomba field? 

6) How one can localize traces of karstification in the carbonate rocks of the Gomba 

reservoir? 

The forthcoming sections represent a selection of published and submitted papers 

about the research of the fracture network and karstic phenomena of the Western Mecsek 

study area as well as about the petrography and fracture network modelling of the Gomba 

field. 

Following  this  brief  introduction  (Chapter  I),  each  part  of  the  dissertation  

represents different, individual stages of the research. Chapter II presents a case study from 

a well-documented karstic area from the Western Mecsek. In this section the fundamental 

fracture network features (density, aperture and length distribution) are quantified. 

Additionally, relationship to numerous observed karstic phenomena, e.g. cave entrance 

locations, cave passage orientations, doline and doline chain locations is discussed. 

Chapter III gives a detailed petrological description of the carbonate beds of the available 

core samples from the Gomba reservoir. In this section, beyond the detailed description of 

the rock types, a diagenetic history scheme and a genetic model of the fracture generations 

and vein filling are deducted. Additionally, an attempt is made to reconstruct the main 

evolution phases of the reservoir and the potential breccia-forming processes are 

overviewed. Chapter IV presents detailed characterization of the fractures in micro- and 

macro-scales. The calculated fracture parameters are applied to create Discrete Fracture 

Network models which describe the fracture network in reservoir scale surrounding two 
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wells. In Chapter V the main results and conclusions of the research are presented. A 

reference list of all chapters can be found in Chapter VI.  
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2.1. Introduction  

 

Karsts are geologically significant for a number of reasons. Caves have provided 

shelter, and karstic springs have offered good quality drinking water since the beginnings 

of mankind. Approximately 25% of the people on Earth use karst water daily or live in or 

near a karstic region (Romanov et al. 2004). In addition to hydrogeological and 

environmental aspects, karsts are also significant for hydrocarbon exploration. As 

conventional hydrocarbon deposits diminish with the growing energy demand, the 

hydrocarbon industry is paying more attention to the exploration of fractured karstic 

reservoirs (Lun et al. 2010; Feng et al. 2013).  

Karstic evolution is a complex process, and the development of these areas is 

influenced by many factors in both space and time, which may result in an extremely 

heterogeneous structure and morphology. The quantity and quality of precipitation, the 

ever-changing surface and the subsurface geomorphology and biological processes are 

equally important factors. Lithological and structural parameters are important parameters 

that are more constant in space and time than biological or environmental factors. In 

numerous limestone bodies where the syngenetic primary porosity has drastically 

decreased during diagenesis, the main flow paths are fractured structures that developed 

through different deformation events. They are linked to other ñinceptionò horizons, whose 

size, form and permeability can greatly change during karst formation. According to 

Palmer (1991), 57% of karstic conduits is related to bedding planes, 42% to fractures and 

1% to the rock matrix. 

One of the main objectives of karst research is to understand the spatial dynamics 

of karstic processes that increase or decrease pore volume. In the early 1990s, karst system 

modeling was mainly used to reconstruct individual fracture developments (e.g., Palmer 

1991; Dreybrodt and Gabrovġek 2000; Bauer and Liedl 2000). From the mid-1990s, 

technology enabled 2D models to also be used (Kaufmann and Braun 1999, 2000; Bauer et 

al. 2002, 2003; Kaufmann 2003a,b; Dreybrodt et al, 2005). We can now construct 3D 

numeric models, even though this is a complex, several-step process. Three-dimensional 

numerical models are typically based on three key aspects: a dissolution algorithm, a flow 

and/or transport model, and an algorithm to reconstruct the spatial geometry of fracture 

networks. Our paper focuses on the last task.  

The aforementioned studies, depending on their purpose, were interested in 

reconstructing initial fracture geometry (e.g. Jacquet et al. 2004; Kaufman et al. 2010; 
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Borghi et al. 2012; Pardo-Iq¼zuiza et al. 2012). Several works discuss some regular 

structure or formula to which the spatial net is approached. The development of computer 

technology has made it possible to realistically reconstruct more complex geometries, such 

as karstic networks. The fundamental precondition of a near-reality reconstruction is that 

the input parameters of the model should be based on measurable factors from the known 

area. Karstic objects are fractal-like objects (e.g., length distribution of caves, (Curl 1986)), 

so their geometric parameters given in a particular size range can be scaled to both smaller 

and larger size ranges. It is also notable that, because the quantity and quality of the 

perceptible factors are variable within a given range, very small and very large forms may 

not necessarily fit spatial reconstructions. It is best to sample the range of cores, hand 

specimens and cave passages, and the latter was where Pardo-Iq¼zuiza et al. (2012) started. 

Because more geometric information can be obtained by analyzing microfracture networks 

in less developed or speleologically less explored karsts (e.g., karstic hydrocarbon 

reservoirs), we surveyed the parameterizability of these fractures. 

Individual fractures that co-occure, such as karstic forms, can appear in a wide 

range of scales from submicroscopic to 100 m (All¯gre et al. 1982; Ouillon et al. 1996; 

Turcotte 1997) and their features can be compared across different ranges. The structural 

data of the fractures and microfractures obtained in surface explorations, caves and 

boreholes can provide important information about large-scale structures, faults and fault-

zones. The qualitative features and the values of the measurable parameters (size, spatial 

density) depend on the petrographic features of the given deformed rock type, e.g., its 

mineral composition, grain size distribution, structure and former orientation. The physical 

circumstances in which the deformation takes place also play a vital role; the primary 

significance of the stress field is substantially modified by the lithostatic pressure, 

temperature and the rockôs fluid content. The resulting fracture system, as a geometric 

object consisting of individual fractures, is created as the cumulative result of all these 

forces. Although under the Coulomb criterion it is possible to prove the genetic connection 

between the stress field and the geometry of the fracture system, the former still cannot be 

deduced from the latter (Campos et al. 2005). Therefore, the simulation algorithm (dealt 

with geometry), unlike several others (e.g. Olsen 1993; Renshaw and Pollard 1994; Riley 

2004), does not examine the evolutionary process of the fracture network in the given 

stress field, but aims to reconstruct the complex geometry.   

The karstic block of the Mecsek Mountains in SW Hungary has been investigated 

for several decades. The purpose of our paper is to supplement the experimental (dye 
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tracing, well data, speleological observations, etc.) modeling results of the fracture system 

to help understand how the main karst system of the mountains (V²zfŖ) functions. 

 

2.2. Geological background 

 

The most important rock types for karstification in the western Mecsek Mountains 

are the diverse Triassic formations, particularly the Anisian Lapis Limestone. The oldest 

Triassic formation in the area is the Jakabhegy Sandstone Formation (Barab§s and 

Barab§sn® 2005), which is composed of variations of quartz-cemented, cross laminated 

polymicritic sandstones and conglomerates, followed by the Hetvehely Dolomite 

Formation, with a total thickness of not more than approximately 40 meters (Haas et. al. 

2002). Next is the Lapis limestone, a highly fractured rock, with relatively high clay and 

organic content; this formation is thinly layered, sometimes bedded and formed in an 

inner-ramp facies. Because of the syn-sedimentary deformation events (syn-sedimentary 

faults) and post-sedimentary faults, the original stratification is highly disturbed and can 

only be traced in blocks of some tens of meters. 

Because of Alpine orogenic movements during the Cretaceous, the whole sequence 

is strongly folded (Benkovits et al. 1997; Csontos et al. 2002). The study area is located on 

the northern limb of the main fold (Fig. II.1). The Mecsek Mts. were raised and thrust on 

its northern foreground and partially folded the young sediments (Sebe et. al. 2008). 

Although the present structure of the mountains was determined by these Mesozoic 

movements, the karstic processes were more strongly influenced by younger tectonic 

events. 
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Fig. II.1: Location of the study area and the karst aquifers of the Western Mecsek Mts. (modified after R·naki 1970). 
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The NEïSW structural lines, where fissure caves and karstic cavities formed, 

opened in the Pleistocene in several stages (Szab· 1955). After this tectonic event, NïS 

and NWïSE structural lines formed. In the early Holocene, a general rise in the region 

occurred, which resulted in a significant increase in erosion (Szab· 1955). Simultaneously, 

the karstic water level began to heavily fluctuate, which influenced the valley structure of 

the western Mecsek Mts. and strongly affected the formation of its caves (Szab· 1955; 

Lov§sz 1971; Sebe et al. 2008). The present direction of the largest main stress is NEïSW, 

which opens parallel fractures and closes perpendicular ones (Bada et al. 2007) and has a 

strong effect on the relationship of the fracture system. The karst-forming layers now 

typically dip 20Á north and are heavily folded. No thorough survey has been prepared on 

the hydrogeologic impacts of the structural elements.  

The neotectonic and geomorphological evolution resulted in eight catchment areas 

in the central karstic region in the western Mecsek Mts. (R·naki 1970) (Fig. II.1). The 

largest of which is the catchment area of the V²zfŖ spring. Approximately 30% of the 16 

km
2
 catchment area consists of non-karstic formations; the Jakabhegy sandstone is the 

highest relief in the south, while Lapis limestone dominates in the north. Our research area 

covers approximately 60% of the whole catchment, covering the territory between the 

Szuad·-valley, the Kºrtv®lyesi-valley and the V²zfŖ cave (Fig. II.2). Data from the most 

important caves are summarized in Table II.1.  
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Fig. II.2: A simplified geological map of the investigated area (modified Konr§d et al, (1983) - Unpublished) 

 

According to Szab· (1955), the karst phenomena in this catchment area formed in 

several individual stages and the valley formation and the subsurface karsts started to 

develop simultaneously. There are 73 discovered cave entrances in the 16 km
2
 large 

drainage area. After several decades of speleological research, it is now clear that most of 

the caves and cave parts (passages, halls) are oriented northeast (Fig. II.3) and numerous 

caves have siphon endpoints. The spatial distribution of these caves, however, is uneven, 

similar to that of dolines. Lipmann et al. (2008) found that dolines concentrate in the 

central part of the area, defining NEïSW oriented chains for structural reasons. The shapes 

of individual dolines were not determined by structural effect, but rather by 

micromorphological and microclimatic circumstances. The average annual precipitation is 

approximately 600ï650 mm, higher than the Hungarian average, which is the result of the 

strong Mediterranean effect. The least amount of precipitation occurs in January, and the 

most occurs in June, although there is a second peak in the autumn. 
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There are two permanent surface water courses in the area: the OrfŤ-creek in the 

Szuad·-valley and the Kºrtv®lyes-creek in the Kºrtv®lyesi-valley. Their average rate of 

flow is 52 m
3
/day and 17 m

3
/day, respectively. The water from both creeks is directed to 

the V²zfŖ spring through sinkholes, but our experience shows that a large amount of water 

leaks underground through the fracture network from the creek beds. Little information can 

be found on the path of the water through the sinkholes. The test results are shown in Table 

II.2. The average flow rate of the V²zfŖ spring is 420 m
3
/day, but can exceed 100,000 

m
3
/day during a flood. 

 

 

Table II. 1: Tophographical data of the main caves in the study area. 

 

 

Fig II. 3: Orientation of the largest cave passages in the study area (N=55). 
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Table II. 2: Results of the tracing works in the Szuad·-valley. 

 

2.3. Methods 

 

Individual fractures can be interpreted as 2D surfaces of finite extension, usually 

bent in multiple and very complex ways, but can mostly be approached by planes (Chiles 

and de Marsily 1993). In our case, we followed the circle representation in both the 

parameterization of fractures and further simulation. The geometric parameters clearly 

describe individual fractures as the spatial position of the circleôs center, the radius and 

orientation (dip, strike). For a fracture system, this can be interpreted as a function of the 

spatial density of the center points and a distribution function typical of the radius and dip-

strike value-pairs. The hydraulic description of the fracture system needs positive volume 

of the individual fractures; therefore, circle plates without thickness were replaced by flat 

disks with apertures (parallel plate model, Witherspoon et al. 1980). Discrete fracture 

network modeling requires characterizing the geometry of individual microfractures, which 

was completed using the methods described below. Abbreviations used to describe the 

fracture network geometry are summarized in Table II.3. 

 

 

Table II. 3: Abbreviations of the individual fractures and fracture network parameters. 
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2.3.1. Field work 

 

We first localized all outcrops on the surface and subsurface, recording their GPS 

coordinates. The orientation (Ŭ, ɓ) of each individual fracture was measured using a 

compass after the outcrops had been cleaned. Next, 5 MP photos were collected from 

representative sections of the outcrops. In 9 cases, hand specimens were also collected to 

investigate their microfracture systems in laboratory conditions. Using the photos, 

thousands of individual fractures were digitized from hand specimens using ArcView 

software. Digitized images were used to detect the length distribution, aperture and the 

relative position of the fractures 

 

2.3.2. Data processing 

 

Based on previous studies, the distribution of fractures lengths (measured on 2D 

surfaces) follows a power law distribution, which can be approximated by a straight line on 

a log(N(l)) ï log(l) plot (e.g. Yielding et al. 1992; Nieto-Samaniego et al. 2005). 

Calculating the frequency distribution is the first step for the precise definition the power 

law functions. Because the number of cases on the histogram can have a great influence on 

its shape, this number was defined as  

 

                        k = 2 * INT(log2(max(l))                                   (1)  

 

Neither the shortest nor the longest fracture sets fit on the expected line. Both biases come 

from representative problems at extreme sizes, so they were left out of the subsequent 

analysis. Outlier data were selected using Grubbs test. 

Measuring the fracture aperture is an uncertain task. Although there are accurate 

and accepted methods in the literature (e.g., MicroCT, MRI), these techniques require 

special laboratory equipment. Applying these approaches is impossible in the field. In 

many cases, the distance between the opposite fractures walls could not be measured 

correctly because of the irregular and rough walls. The aperture of the individual fractures 

was measured at least three times at three different points (typically four or five). To 

evaluate the data, the average values of the measured data were used.   

Although there were many uncertainties, previous investigations suggest that the 

aperture follows a power law distribution similar to the length (De Dreuzy et al. 2002; 
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Ortega et al. 2006). In addition, a linear correlation exists between the length and the 

aperture of the individual fractures (Barton and Larsen 1985; Vermilye and Scholz 1995; 

Gudmundsson et al. 2000; Gudmundsson 2001). The aperture of a single fracture can be 

described by the following equation:  

 

a = A * L + B                                          (2) 

 

The two parameters (A, B) can be determined by computing the linear regression between 

the measured length and the aperture data. 

The spatial distribution of fractures was analyzed using the fractal dimension of the 

midpoints of the digitized fractures. There are numerous methods to calculate the fractal 

dimension, such as Mass Radius, Cumulative Intersections, Vectorized Intersections, 

Convex Hull Intersections, Convex Hull, etc. We applied the Box Counting algorithm 

(Mandelbrot 1983; Mandelbrot 1985) to characterize the fracture network following the 

suggestions of Barton and Larsen (1985) and Barton (1995). The Benoit 1.0 software was 

used, which demands 1 bit (black and white) images of the fracture midpoints. Two 

breakpoints typically appear on each point set generated using the Box Counting 

algorithm. Points below the first one belong to very small box sizes, while those above the 

second one come from the largest boxes. The two point classes have no geological 

meaning and are only derived from the applied approach. A regression line was fit between 

the two breakpoints in each case.  

 

2.3.3. Mapping 

 

Fracture parameter maps were generated to spatially extend the data measured in 

discrete points to the whole study area. All maps were computed using Surfer 8.0 using the 

linear kriging approach because there were not enough points to thoroughly fill 

variography calculations. The grid cells were 40x40 m.  

 

2.3.4. Modeling 

 

The RepSim code was used for 3D fracture network simulations many times (M. 

T·th et al. 2004; Vass et al. 2009). RepSim code has been applied for building the DFN 

(Discrete Fracture Network) model because it follows the box-counting algorithm to locate 
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fracture centers and uses the measured D, E and orientation data for simulation. This is a 

DFN modeling software that uses the fractal geometry behaviour of fracture patterns and is 

based on the previously mentioned parameters. Although many papers suggest that, the 

assumption of circular shaped fractures is more likely to validate in massive rocks, there is 

absolutely no data to use polygonal or ellipse approach for the individual fractures. 

Although the simulated system consists of a myriad of discrete flat cylinders, 

hydrodynamic parameters (porosity, intrinsic permeability tensor) are calculated for a 

given grid net for hydrodynamic modeling. The size of the grids is defined following the 

REV (representative elementary volume) concept of Bear (1972); the volume, above what 

the calculated porosity does not change remarkably. Following the approach of M. T·th 

and Vass (2011), REV is defined at the grid size where the variation coefficient of porosity 

becomes stable. It is important to note that porosity, permeability and REV calculations 

relate only the fracture system and the model ignores the effect of the bedding planes. 

 

2.4. Data 

 

Measured fracture length data follow the expected power law distribution in each 

studied locality, so the E and F parameters needed for modeling were derived. Similarly, a 

box counting calculation was successful in each case, and the D parameter, representing 

the spatial distribution of fracture midpoints, was computed in all 11 study points. The 

results from the parameter calculations are in Table II.4, and the evaluated data of a typical 

sample are in Figure II. 4. The results from the aperture measurements show some 

deviation from the assumed linear relationship, likely because of dissolution for a few 

microfractures. Most fractures lie along the trend line (Fig. II.4/e, f) if the strongly 

dissolved fractures were ignored during the linear regression calculations (c.f. Equation 2). 

Parameter maps calculated using normal krigings are illustrated in Fig. II.5.  
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Table II. 4: Measured geometrical parameters of the fracture network. 






















































































































































































