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1 Submodular function maximization based on graph proper-
ties

Submodular function maximization LetN = {1,...,n} be a finite set. The function f: 2V — R
is called submodular if it fulfills f(S)+ f(T) > f(SNT)+ f(SUT) for all S, T C N. Perhaps more
intuitive is the following equivalent definition: f({i} |S) > f({i} | T) holds for every SC T C N
and i € N\ S where f({i}|S) := f(SU{i}) — f(S). A submodular function f is called non-
decreasing if f(S) < f(T) holds for all S C T C N. In the rest of the thesis it is assumed that f is
a non-decreasing submodular function.

The submodular maximization problem with a cardinality constant £ (where 0 < k < n) is
defined in the following way:

max  f(S) 1
subject to IS| <k, SCN.

Solvability The greedy method for solving the non-decreasing, monotone submodular maxi-
mization problem with cardinality constraint was proposed in [11]. They showed that the greedy
strategy achieves an (1 — 1/e)-approximation of the optimal solution.

Although this is a simple and efficient technique for solving many optimization problems and
is therefore very commonly used, the global optimum is often more needed in real-world applica-
tions, which was the motivation for a new solution method proposed in [10]. This is based on a
mixed integer programming (MIP) model:

max Z

st z<f(S)+ ), fH{i}[S)-yi, SE€F,

iEN\S 2
Zyigka ( )
ieN
y,-E{O,l}, iGN,

where f(T | S) := f(SUT) — f(S) for all S,T C N and F denotes the set of all feasible solutions
satisfying the cardinality constraint | S |< k.

Since the number of constraints increases exponentially in (2), this motivated a new procedure,
the so-called constraint generation (CG) algorithm, proposed in [10]. CG is an iterative algorithm
that starts with solving a reduced problem. The reduced problem consists of a set of constraints
generated from the initial set, which is extended on demand at each iteration by the addition of
a feasible solution. So in essence it solves many reduced MIP problems, which are not always
sufficiently efficient in applications. For this reason, the branch-and-bound algorithmic approach
is often used, which exploits the relaxation of MIP.

1.1 Constraint generation approaches

1/1, 1I/2 and 1/3 contribute to the research effort invested into submodular function maximization
with cardinality constraints by introducing efficient variations of a recently proposed constraint
generation (CG) algorithm [12]. More precisely, we introduce variants of the CG algorithm which
take into account certain properties of the input graph aiming at informed selection of the con-
straints.



Algorithm 1 CG(5())

Input The initial feasible solution §(©).
Output The optimal solution S$* of problem (2).
Step 1: Set O + S©_ §* « S and ¢ + 1.

Step 2: Solve MIP(Q). Let Z\) be the optimal value of MIP(Q) and S0 is the set corresponding to the
optimal solution y*) of MIP(Q).

Step 3: If £(S")) > f(S*), then let §* + S
Step 4: If z{) = £(5*) holds, then output the solution S* and exit.

Step 5: Set Q <~ QU{S®}, < ¢+ 1 and return to Step 2.

Constraint generation algorithm (CG) A constraint generation algorithm was proposed in
[10], which starts from a reduced MIP problem to start with a few constraints to solve. It is an
iterative algorithm, and in every iteration solving the reduced MIP problem while adding a new
constraint. Let define the reduced problem MIP(Q), where Q C F is a set of feasible solutions:

max Z
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The pseudo code of CG is shown in Algorithm 1. The starting point of the algorithm is a set
={S [(8]), oS E,?]) }» where S is the first i elements of a feasible solution $©) which comes from
the order of the greedy algorithm’s solution. In the #-th iteration we solve the problem MIP(Q), Q =
{ng]), . ,S[(,?]), ...,8=D} to obtain the optimal solution y) = (yY), e y,(f)) and z() the optimal
value which gives an upper bound of the problem (2). Let S* be the best feasible solution of
problem (2) up to this point and § () € F be the set which is generated the optimal solution y(t ) of
MIP(Q), i.e., y( ) is the characteristic vector of S®). When f ( )) > £(S*) holds, then update S*
with SO, If z) > £(5*) > £(S")) holds, then we have that S) ¢ Q, so (in Step 5) add S© to Q.
This effectively adds the following constraint to MIP(Q):

<)+ Y FHSY) -y S
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The algorithm stops when 2= f(8*) is satisfied which means that it is proven that the optimal
solution is found.

ICG In [12], the authors proposed an improved generation method based on CG, where not one
but several constraints are added per iteration. It complements Algorithm 1 by creating a new set
Q™" containing the elements of the set Q and the result of the internal sub-algorithm (SUB-ICG).

2



Step 5 of the CG algorithm is completed by calling SUB-ICG and adding its return value to the
set Q. If a solution is found in this part of the algorithm whose function value is greater than the
current f(S*), it is also updated.

The SUB-ICG is an iterative algorithm that generates A = 10 - k new feasible solutions (i.e.,
k vertices are selected). To do this, it uses a heuristic method to assign a value p; to the vertices
i € N. This is based on the number of times the vertices i € N appear in the sets S € Q. These
are recalculated after updating the set Q. Finally, the final selection order is given by r;, which is
generated randomly such that 0 < r; < p;.

We propose three modifications of ICG in which either certain characteristics of the graph
describing the problem is used or the submodularity property of the function to be maximized is
exploited.

ICG with reduced k£ (ICG(k—1)) We created ICG with reduced k. What has been changed from
the ICG is that in SUB-ICG we choose k — 1 nodes for the constraints. Thus, the function value
calculated in (3) computes the value of the k-th vertex when adding it to the set. We have kept this
change for the remaining algorithm variants, i.e., we choose k — 1 nodes for the constraints in both

GCG and ECG, which are presented below.

ICG using graph structure (GCG) In this variant of ICG(k — 1), we changed the heuristic
that calculated the value p; to select the nodes in the SUB-ICG. The new heuristic is based on
the structure of the input graph. If the graph is fully connected, then we do not consider all of the
edges. Specifically, we compute the median of the outgoing edges’ weights for every vertex j € M.
Edges with weights less than the median are ignored. The p; value is the sum of the weights of the
incoming edges at node i € N normalized with the degree of the node in M corresponding to the
edge:
( Wi if G is fully connected bipartite graph,
JUAEEG),

M= 5)

Wi .
Z L otherwise,
LJ:(i)€EE(G) 7/

where G is the input graph of the optimization problem, E(G) is the set of edges of G, the edges
have w; weights and d; is the degree of the node j € M. This defines the value of p; and based on
this we set the value of r; by uniformly at random such that the relation 0 < r; < p; holds.

We also use the concept coming from ICG(k — 1), so we select kK — 1 nodes.

As an illustrative example, see the graph on Figure 1, where the labels of the nodes are indicated
as black numbers. The results of equation (5) are shown in Figure 1: the value of p; for the node
is to the left.

ICG using enumeration (ECG) In contrast to ICG and GCG, in this variation no sub-algorithm
is repeated within the main algorithm, which can result in less computation time. Instead of the
sub-algorithm, we add a few additional steps to the Algorithm 1 so that we still generate A con-
straints per iteration. We choose some nodes from the union of the set S¢) and a randomly chosen
set O of feasible solutions satisfying certain conditions. The choice is based on a graph structure
according to the largest p; values. From these we generate subsets with cardinality at most k — 1
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Figure 1: Example graph to calculate the p; values

and compute their function values. Of these we keep A subsets with the smaller function values.
These correspond to the return sets of SUB-ICG.

Conclusion We use 3 different benchmark instances for testing and comparison. According to
our benchmarking results, we cannot declare a clear winner among the algorithms and it is not
surprising as the investigated problem is NP-hard. However, for every instances there exists at
least one of our algorithms which is computationally more efficient than the ICG algorithm.

1.2 On the initial set of constraints

It can be observed that the choice of the starting point plays a role in the efficiency (i.e., its runtime)
of the CG algorithm. More precisely, starting from a high function-valued initial point might not
provide the fastest runtime. This effect is illustrated in Figure 2.

We created 250 test cases, part of which started from a random starting point, while in the other
part we chose 3 of the best 5 vertices belonging to the global optimum, fixed them and randomly
added 2 other nodes. The reason for this is that we did not get an initial set with a larger function
value in the random choices, so we have also biased the sensitivity analysis a bit towards the more
interesting scenarios.

Figure 2 shows the scatter plot of the 250 test cases. It is important to note that in this figure,
the x-axis shows the runtime of the CG algorithm and the y-axis shows the function value of the
initial set. In the figure, two sets of points can be roughly separated, due to the semi-random
chosen test cases. The green dot indicates the original CG algorithm starting from the initial point
proposed by greedy. Note that for the other results, we used all subsets of randomly generated
points as starting point since we did not have any order. This setup is appropriate, because for the
NS method, which will be presented later, the starting point is all the subset of the selected vertices.
This figure perfectly illustrates that the running time of a CG algorithm can be very different even
if the function value of the initial points are similar.

The phenomenon introduced informally above is the main motivation for Thesis 1/4 and I/5.
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Figure 2: Visualization of the sensibility of the starting point: starting points with similar function
values can have rather different running times

New centrality values To find a new starting point for a CG-type algorithm we use the input
graph’s structure.

To choose k node as a new starting point, first of all, we calculate a new centrality value ns;
to every node i € N. This centrality is adding up the weights of the incoming edges at node i € N
normalized with the degree of the targets node, then multiplying the sum with the degree of the

source node:
w ji

d;’ (6)

ns; = di .
J:(JH)€EE(G)
where G is the input graph of the optimization problem, E(G) is the set of edges of G, the edges
have w;; weights, d; is the degree of the node j € M and d; is the degree of node i € N.

Choose node i with highest ns; value and delete node i with their edges and recalculate all the
ns; for every node i € N. The next vertex is chosen for the starting point based on the recomputed
centrality value. Repeat this method until k£ nodes are selected.

See the graph on Figure 3 as a small illustrative example, where the labels of the nodes are
marked with black numbers. The vertices signed by their labels and their corresponding ns; values
calculated by (6) are shown next to them highlighted by tanning color. Taking the ns; values into
account, we first choose node 7 and then delete this vertex with its edges. Then, the result graph is
shown on Fig. 4 with its recalculated ns; values. Accordingly, the next selected vertex is 5 and not
node 6, but note that in the first step it seemed that node 6 is the better choice.

With this procedure we choose k of vertices.

Finally, we generate all subsets from the k vertices proposed by the new centrality metric. We
start a CG-type algorithm from the constraints defined by these subsets.



Figure 3: Example graph to calculate the ns; values; initial step
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Figure 4: Example graph to calculate the ns; values; result of the first iteration

Conclusion We used five different algorithm variants for the non-decreasing submodular func-
tion maximization problem based on a MIP formulation using constraint generation approach
which we started from the greedy’s solution and also from the new starting point proposed by the
centrality metric. Furthermore, we used two modern implementations of Nemhauser and Wolsey’s
MIP model for submodular function maximization problem based on lazy constraint generation,
which we started from the GRASP heuristic and also from the new starting point proposed by the
centrality metric. According to our benchmarking results, algorithms starting from the new initial
set reduced the runtime by a factor of 5.37 for all test cases. Overall, we can conclude the initial
set suggested by the new centrality metric is worth using, as shown by our run-time tests and, in
their absence, the relative gap tests.



2 Influence maximization under deterministic linear threshold
model

Influence maximization (IM) is a combinatorial optimization problem in which, given a weighted
directed graph G, a diffusion (or spreading) model, and an integer k > 1, it is required to identify
the so-called seed nodes vy,...,v; € V which can make the largest influence in the network [8].
Formally, the optimization problem can be described as

max o(S).

SCV,S|=k

[8] investigated the influence maximization problem using spreading models with stochastic pa-
rameters.

Several diffusion models have been proposed in the literature. We use the linear threshold
model [6], where let b; ; € (0,1) be the edge weight between node i and j, 6; € (0, 1] be the thresh-
old of node i, and set N(i) be the already influenced in-neighbors of node i. In the deterministic
LT model (DLTM) all the 6; threshold values are fixed.

The second group of thesis was inspired by the model proposed in [9], where two integer linear
programming formulations of influence maximization based on the DLTM were recently proposed
and studied.

2.1 An exact method

Thesis points II/1, 1I/2 and 1I/3 are obtained from the analysis and correction of the algorithm
proposed in [9].

A 0-1 linear programming model The formulation of the basic model is a special 0-1 LP, in
which x € {0,1}"*7 is the decision variable, n = |V|, and the index 7 > 1 is also part of the
optimization problem. Hence, x is a binary matrix in which choosing the rows in the first column
to be equal to 1 represents the selection of the seed nodes. This should be done in such a way that,
given certain constraints dictated by IM, the sum of the last column is to be maximized.

Assuming that 7 > 1 is a given integer constant, let 7 = {2,...,7 } be the set of time periods
describing the diffusion process. Let integer k > 0 be the number of seed nodes to be selected. The
set of in-neighbors of node i is denoted by N, (7).

In the following the binary LP formulation is given, inspired by the basic model of [9], where
the cost of selecting a seed node is equal to 1.

n
max Y x; 7 (7
i=1
n
ZX,‘J S k (8)
i=1
Z bj,ixj,tfl > 9,')6,'7; V(l eVie T) )
JENun (i)
Z bj,iij—l < 9,~+x,-7, V(l eVite T) (10)
JENn (i)
Xig—1 < Xig V(l ceVite T) (1)
x € {0,1}™7. (12)
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The objective function in fact has the form

n
m%n max L XiT
and together with constraints (8) - (12) we have a bilevel optimization problem. It is shown that
linear bilevel problems are strongly NP-hard [7].
The AMPL modeling language [5], which we used for implementation and numerical exper-
iments is not suitable for directly describing bilevel optimization models. Hence, we need to
consider and treat 7 as a constant.

An iterative algorithm The solution method for the bilevel optimization problem proposed in
[9] is shown in Algorithm 2.

Algorithm 2
Step 1 Start the iteration from 7 := 2.

Step 2 Solve the optimization problem (7) - (12) with fixed 7.

Step3 If x;7 =x;7-1 V(i €V), ie., the last two columns of x are the same then STOP, the
optimum is found. Otherwise, let 7 := 7 + 1 and go back to Step 2.

Analysis In the following, I give the steps needed to obtain theoretical results, without providing
proofs of them.
For a start, it turns out that the optimization problem (7)-(12) needs to be modified.

Proposition 1. For the correctness of Algorithm 2, the constraint (9) has to be replaced by

Y, bjixji—1>6(xis—xi—1) Vi€V eT). (13)
jGNin(i)

Remark 1. Note that constraint (13) is equivalent to constraint (9) together with adding loop
edges to all the nodes. However, it turns out that from the computational efficiency point of view
using (13) directly is more beneficial.

In the following we show that Algorithm 2 can get stuck in locally optimal solution even if the
newly added constraint (13) is taken into account.

Proposition 2. For the optimization problem (7), (8), (10) - (13), there is a graph for which
(0,T)=(0,T+1) and (o,T+1)<(0,T+2).

We conclude that an extension of the optimization model (7), (8), (10) - (13) is needed in order
to have a strategy about when to stop the iterative algorithm to be sure that it indeed reached the
globally optimal solution. At that end, the following constraint is added:

n n
Yo +1<Y ur (14)
i=1 i=1
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The purpose of constraint (14) is to force that for a given 7T, the last step of the diffusion must have
at least one more influenced node than in the previous step. We can thus guarantee no repetition in
the last two columns of matrix x.

The following proposition claims that although constraint (14) guarantees no repetition in the
last two columns of x, we can obtain such result in which column duplication appears inside the
solution matrix.

Proposition 3. For increasing T values the solutions of (7), (8), (10) - (14) do not necessarily
form a monotonically increasing sequence. Moreover, it can also happen that repetition occurs for
consecutive columns in matrix X.

This can be avoided by changing constraint (10) into

Y, bjixji1<6+xi,—e  NV(ieVieT), (15)
JENn(0)

where € > 0 is a small constant to make sure that the node is activated when the sum of the edge
weight of the already influenced in-neighbors of node is equal to the threshold. The following
proposition claims that adding constraint (14) to the ILP model does not prune the globally optimal
solution.

Proposition 4. The globally optimal solution of (7), (8), (11) - (13), (15) satisfies constraint (14)
as well.

In addition to the previous proposition, it can also be shown that adding constraint (14) to the
ILP model does not change the globally optimal solution.

Proposition 5. The diffusion value T and influence value ¢* corresponding to the globally op-
timal solution of (7), (8), (11) - (13), (15) are respectively the same as the values T** and c**
corresponding to the global optimum of (7), (8), (11) - (15).

Now we need to find stopping conditions to the iterative procedure. Clearly, one of them is
when all nodes are influenced. The other one is when the model becomes infeasible.

Proposition 6. If the problem (7), (8), (11) - (15) becomes infeasible for a given T value, then it
remains to be infeasible for the further iteration steps as well.

Finally, implicated by Proposition 5 and 6 we have the following consequence.

Corollary 7. The problem (7), (8), (11) - (15) is feasible in the iteration steps 2,...,T ¥, i.e., before
finding the global optimum.



Conclusion Summarizing the above analysis, the correct model is:

n
max } x; 7 (16)
i=1
n
Y xii <k (17)
i=1
Z bj’iij_l > 0; Xit —xi7t_1) V(l eVite T) (18)
JEN()
Z bjyiij_l < 9,~+x,-7, —& V(l eV,ite T) (19)
JEN(i)
Xir—1 < Xig \V/(i eVie T) (20)
n n
in,721 +1< in,T 2D
i=1 i=1
x € {0,117 (22)

The correct iterative algorithm to find the globally optimal solution of the influence maximiza-
tion problem under deterministic linear threshold diffusion model is given in Algorithm 3.

Algorithm 3
Step 1 Start the iteration with 7 := 2.

Step 2 Solve the problem defined by the set of equations {(16) - (22)} for the diffusion time value
T.

Step 3 If the solution becomes infeasible or all the nodes are influenced then STOP, the global
optimum is found. Otherwise, let 7 =7 + 1 and go back to Step 2.

2.2 A heuristic for seeds selection

The aim is to find a correlation between the input graph and the solution method. More precisely,
whether the seed vertices selected at initial time have some distinguishable property; or whether
we can exclude vertices from the initial set based on a feature. A good approach to this can be to
use graph centrality, which establishes an ordering between nodes based on the values assigned to
the vertices.

Combining these, I created two new centrality metrics that can be computed from the structure
of the input graph. These can be used to minimize the number of possible seed nodes. The solver
then chooses from the reduced set of possible seed nodes provided by the centrality metrics. By
solving the problem in this way, the solution time is reduced. What makes them distinguished from
other centralities is that they take into account not only the direction and the weight of the graph
edges, but also the weight, i.e. threshold, of the nodes.
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Influenceability (Z;,) It measures how easy is to activate a node. To calculate this, we examine
the incoming edges from the neighbours, namely which edges and combinations of edges are able
to reach or exceed the threshold value of the node. We define the weighted incidence, denoted by
Wy, as follows. Take the number of edge combinations that are able to activate the node by dividing
by the number of edges in the edge combination and all occurrences of a given number of edge

combinations. Finally, sum the wy, values and obtain I =Y wyo(i), where i € V(G).
The final centrality metrics are obtained by comblnmg with the measure of node and its neigh-

(p)

bors. The influenceability value of a node is obtained by adding to the value of Z;,
mation of the influenceability of its in-neighbours:

the approxi-

TG

|NM( T V(i eV). (23)

Tin(i) = +Z

JEN(

Note that if | N, (j)| < 1, then let [N, ()| = 2 for the divisor to be 1.

Ability-to-influence (Z,,;,) This indicates the influencing role of the node on its neighbors. Specif-
ically, we look at all the combinations of incoming edges to the neighbourhood which include the
edge from the investigated node. Of these, we count the ones whose sum of weights reaches the
threshold value of the node and calculate the weighted incidence value for this case, denote w op,.
As calculated for the influenceability, we divide the number of infecting edges by the number
of edges in the edge combination and all occurrences of a given number of edge combinations.
Finally, summarized w f,,,, for each investigated combinations of edges.

The ability-to-influence value of a vertex is obtained by adding to the value of Iém) the approx-
imation of the ability-to-influence of its out-neighbors:

(p) .
Tow (i) = ou, i)+ Z ‘ "”’(’le V(iev). (24)
]GN l}’l

Note that if | N, (j)| < 1, then let [N,y (j)| = 2 for the divisor to be 1.

Potential seed selections Using the two centrality values, we want to determine which vertices
can be seeds. Therefore, first, the centrality values are normalized between 0 and 1 in a way
that all the elements are divided with the maximum. Such normalization is denoted in each case
by ||.||- Then, we sort the nodes according to their centrality value. We put them in descending
order according to their ability-to-influence value, since seed vertices should have good ability-to-
influence’s value. Conversely, we rank the vertices in ascending order according to their influence-
ability value, since seed vertices are unlikely to be easily infected. We take the weighted sum of
the two order values for each node to get Z. This is shown in equation (25):

Z(i) = o - ord([|Zow (I)|]) + (1 — &) - ord(|[Zin(0)[|) V(i€ V). 25)

Finally, to form the set of potential seed nodes, choose the subset of V(G) according to Z. This
is controlled by a parameter 0 < r < 1, thus the cardinality of the candidate seeds set is - |V (G)|.

11



Proposed heuristic: IAtI Here we describe our proposal for a heuristic which selects a candidate
seeder set of graph nodes based on the new centrality metrics. Since it is using the Influenceability
and the Ability-to-Influence measures we refer to it as [Atl-heuristic. The method is described in
Algorithm 4.

Algorithm 4 TAtI-heuristic(r, @)
Input A directed graph G with edge weights and node threshold values.

Step 1 Calculate Ii(np ) and I((,f;t) for all i € V and then Z;, and Z,,, using Eq. (23) and (24), respec-
tively.

Step 2 Form Z for each vertex according to the Equation (25) using the input parameter o.

Step 3 Define S C V(G) to be the set of possible seeds: choose the top r- |V (G)| number of nodes
from 7.

Step 4 Let 7 := 2 and start the iteration.

Step 5 Solve the ILP defined by {(16) - (22)} for the diffusion time value 7, so that the seed
vertices can be chosen exclusively from the set S.

Step 6 If all the nodes are influenced or the solution becomes infeasible then stop the iteration.
Otherwise, let 7 =T + 1 and go back to Step 5.

Conclusion Using the two centrality metrics, we selected vertices that have a high probability
of being seed nodes. The solver now selects seed vertices only among these. This reduces the
computational complexity of the task and therefore, compared to running the ILP solver on the
unrestricted model, it speeds up the procedure. IAtl algorithm was compared with Greedy and
with the global optimum, also. The IAtl algorithm is slower than Greedy, but in many cases it
gives a better solution and in most cases it finds the global optimum.

12



3 Contributions of the thesis

In the first thesis group, the contributions are related to Part I, the maximization of submodular
functions. A detailed presentation is given in Chapters 2 and 3.

I/1. Tdeveloped a version of the constraint generating algorithm that works with subsets of k — 1
elements.

I/2. 1 created another version of the constraint generation algorithm, GCG, which exploits the
structure of the graph in a heuristic step.

I/3. T described another version of the constraint generating algorithm, ECG, which generates
subsets directly.

I/4. 1 introduced a new centrality metric, which is an initial point selection strategy for solving
submodular function maximization.

I/5. 1 show that the new starting point selection strategy is better than the commonly used greedy
method or the recently published GRASP heuristic.

In the second thesis group, the contributions are related to Part II, the maximization of influence
spread. A detailed presentation is given in Chapters 4 and 5.

II/1. Idiscovered that the integer model proposed in [9] is not correct in all cases.
II/2. 1 showed that the model needs to be completed to get the correct fit.
II/3. 1 demonstrated step-by-step that the new model we have constructed is correct.

II/4. By examining the step-by-step solution of the correct model, I presented two new centrality
metrics for Influenceability and Ability-to-influence.

II/5. Tdemonstrated that by using a combination of the two centrality metrics, we can reduce the

number of possible seed nodes at the initial moment.

Table 1 summarizes the relation between the thesis points and the corresponding publications.

Table 1: Correspondence between the thesis points and my publications.

Publication Thesis point
|2 |\173 /4 /5 | 1/1 | 172 | 1I/3 | 1/4 | 1II/5
[P1] . . .
[P2] ° ° °
[P3] ° °
[P4] ° °
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4 Osszefoglalas

Ez a disszerticio az optimalizalas és a hdl6zattudomany teriiletén végzett kutatdsaim eredményeit
mutatja be. Célkitlizéseim kozé tartozott, hogy az irodalmi attekintést kovetden tovibbfejlesszem
az adott problémdk megoldasara szolgal6 algoritmusokat az input grafok kiilonb6z6 tulajdonsagainak
figyelembevételével. Az ilyen tipusu megkozelités egyre nagyobb népszerliségnek orvend, é€s
szamomra is jelentSs inspirdciot nyudjtott a kutatds soran.

A dolgozatom két f6 részbdl all. Az elsd részben a szubmodularis fiiggvények maximaliza-
lasaval foglalkoztam, ezen beliil olyan feladatokkal, melyek rendelkeznek gréafos reprezentacio-
val. A mésodik részben a befolyasterjedés maximalizdlasdval foglalkoztam, amit szintén grafokon
értelmeziink.

Az elsd fejezetben a dolgozat értéséhez sziikséges optimalizalasi és a grafelméleti bevezetd
talalhat6. A 2. fejezetben korlatozo feltétel generdlé megkozelitésekrdl van sz6. A szakirodalom-
ban talalhat6 megoldé eljarast tanulmanyoztam €s készitettem el annak harom tovédbbi véltozatat.
Kifejlesztettem a korldtoz6 generdl6 algoritmus azon véltozatat, amely k — 1 elemszamu részhal-
mazokkal dolgozik. Valamint egy masik véltozatat hoztam létre, a GCG-t, mely egy heurisztikus
1épésben kihaszndlja a graf szerkezetét. Végiil megalkottam a korlatozé generdl6 algoritmus azon
valtozatat, az ECG-t, ami kozvetlen modon generdlja a részhalmazokat. A 3. fejezetben a szub-
modularis fliggvények maximalizildsara szolgél6 eljarasok kezd6pont véalasztasat vizsgaltuk meg.
Kidolgoztam egy 1j stratégiat, amely egy Uj centralitdsi metrika alapjan védlaszt kiindulési pon-
tot. A kezdSpont vélasztdsi stratégiat a sajat korlatozo feltétel generdlé algoritmusainkkal €s
egy modern megoldé algoritmussal, mely a szakirodalomban fellelhet6. Bemutattam, hogy az
Uj kezdSpont valasztasi stratégia jobb, mint az altaliban hasznalt moh¢ eljards vagy a nemrég
publikalt GRASP heurisztika.

A dolgozat mésodik felében a befolydsterjedés maximalizalasaval foglalkoztam, azon beliil
is azokkal a modellekkel, amelyek a determinisztikus linedris kiiszobmodellt hasznéljdk terjedési
modellként. Ebben a részben is grafos reprezentacidval bir6 feladatokat vizsgéltam, egész pon-
tosan azok megoldo algoritmusait. A 4. fejezetben egy 0-1 tipust programozasi modellt analizal-
tam, amelyrdl belattam, hogy nem helyes minden grafpéldany esetén. Lépésenként bizonyitottam
be a hibakat és azok javitasit, végiil megalkottam a helyes modellt, melynek helyességét igazoltam.
Az 5. fejezetben a helyes modell segitségével kapott eredményeket vizsgdltam és kerestem a kap-
csolatot a megoldas és a kiindulasi (seed) csicsok kozott. Végiil két centralitasi metrikat javasol-
tam a befolydsolhatéségra €s a befolyasol6 képességre. Kimutattam, hogy a két centralitdsi metrika
kombinacidjat hasznélva, redukdlni lehet a kezdeti pillanatban lehetséges seed csucsok szamat.
Ezzel pedig csokkenthetd az egzakt megoldo futasi ideje.
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Nyilatkozat

Csékas Eszter "Graph-based maximization algorithms for submodular functions and influence
maximization on social networks” ¢fm@ PhD diszszertdciéjdban a kovetkezd eredményekben Csokas
Eszter hozzdjdruldsa volt meghatdrozo:

+ A 2. fejezetben felhaszndlt [P2] publikdciéban megjelent kutatds esetén: a hérom algoritmus
varidns kifejlesztése a témavezetdvel kozos, mig az implementalds, az eljarasok hatékonysa-
géra végzett numerikus vizsgdlatok egyéni munka volt.

« A 3. fejezetben felhasznalt [P4] publikdcioban megjelent kutatds esetén: a centralitdsi metri-
ka otlete a témavezetével egyiittmikodve sziiletett, majd az ebbdl készitett algoritmus vari-
4nsok tervezése, megvalGsitdsa €s tesztelése egyéni munka.

« A 4. fejezetben felhaszndlt [P1] publikdciéban megjelent kutatds esetén: a megoldé algorit-
mus javitdsdra szolgdld dllitdsok és azok bizonyfitdsai a témavezetSvel végzett kozos munka
eredményei, a helyes algoritmus implementdldsa, tesztelése sajét munka.

« Az 5. fejezetben felhasznilt [P3] publikdciéban megjelent kutatds esetén: A kozpontisagi
metrika alapotletét és megfogalmazdsdt a témavezetdvel kozosen dolgoztuk ki. A technikai
részeket 6ndlléan végeztem, azaz a megvalésitist és a numerikus tesztelést.

Ezek az eredmények Csékds Eszter PhD disszertdcidjan kiviil méds tudomdnyos fokozat meg-
szerzésére nem haszndlhatok fel.

Szeged, 2025. méjus 19.

A U +—

v
Csokas Eszter Dr. Vinké Tamés
jelolt témavezetd

Az Informatika Doktori Iskola vezet&ie kijelenti, hogy jelen nyilatkozatot minden térsszerz6hoz
cljuttatta, és azzal szember egyetlen tdrsszerz8 sem emelt kifogést.
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