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Introduction

Cloud computing [11] has become a widespread and reliable solution over the past decade by
providing scalable, virtualized data storage and computation. By overcoming the interoperability
issues of public cloud providers and various middleware implementations, the process of creating
and managing cloud federations was clarified and applied [10]. The Internet of Things (IoT) is
one of the latest trends of the current ICT evolution, represented by a huge amount of powerful
smart devices that have started to appear on the Internet [17]. According to reports in this field,
Gartner [16] predicted that there will be 30 billion devices online, and more than 200 billion
devices discontinuously online by 2020, while Huawei foresees 100 billion new IoT connections
till 2025 [6]. By responding to this new trend, many cloud providers have started to offer services
for IoT management. Recent advances have already shown that Cloud Computing can be used
to serve loT needs by performing data generation, processing and visualization tasks. Gubbi et
al. [13] were one of the pioneers by describing IoT systems in 2013, and they also emphasized
the importance of the joint utilization of IoT and clouds. Botta et al. presented the main
properties, features, and open issues of such combination in [8], while Nastic et al. [15] listed the
numerous challenges of realizing loT-Cloud systems in practice. These related works also served
as motivations for my research by raising the need for managing a large number of protocols and
data formats by means of simulation.

To create such ecosystems, IoT system developers need to purchase, connect and configure
these devices, and they also have to choose the right infrastructure provider offering the combi-
nation of protocols and data structures fitting their applications. To ease these tasks, I propose
a semi-simulation environment in this dissertation that can be used to investigate the inner
workings of complex, [oT-Cloud systems. This environment consists of three components that
represent the main contributions of my work: (i) an Android-based, mobile IoT device simula-
tor called MobloTSim that can mimic real world sensors and devices; (ii) a customizable cloud
gateway to manage IoT devices by receiving, processing and visualizing sensor data; and (iii) an
[oT trace archiving service called SUMMON that can be used to gather real world sensor data.

One of the main motivating forces behind my research was that several cloud providers had
started to offer IoT-specific services to ease the development of IoT-Cloud applications, but such
cases, where many different things needed to be operated and managed at the same time, were
hard to realize. Just to mention a few, smart city application scenarios using SIGFOX [4] or
LoRa [2] technologies are very expensive and time-consuming to be deployed with real devices,
since a base station costs up to a thousand euros needing enormous configuration work. In my
thesis I respond to these challenges by designing and developing solutions for simulating IoT
devices and managing the simulated applications with real world cloud services.

Concerning state-of-the-art solutions, some of the the existing simulators for examining dis-
tributed systems can be categorized as general network simulators, and there are also specialized,
IoT simulators addressing issues raised by this work. Chernyshev et al. [12] presented a recent
survey of IoT simulators and testbeds. They argued that research in this area is especially
challenging, and existing simulators are specialized in the sense that they focus on a particular
architectural layer. After examining the related simulators in the IoT field, I also created a
survey for comparing the related works, and highlighting their differences. Its results are shown
in Table 1. T found wanting to have a solution that puts an emphasis on mobility, and provides
means for performing simulations at specific geolocations. This fact served as a major motivation
for designing a simulator for mobile devices, which I named MobloTSim. The main purpose of
such a mobile IoT device simulator is to help cloud application developers to learn IoT device
handling without buying real sensors and to test and demonstrate complex IoT applications.



Table 1: Comparison of related simulation solutions

Simulator Cloud IoT Artificially | Real sensor | Learning GUI
nodes sensors | gen. sensor /device curve support
/services | /devices data data

NetSim Simulated no yes no long yes

Qualnet Simulated no yes no long yes
OMNet++ Simulated no yes no long limited
SimloT Simulated yes yes no long limited

[oTSim Simulated yes yes no long no

iFogSim Simulated yes yes no long yes

DISSECT-CF | Simulated yes yes yes long no

SimpleloTSim. Real yes yes limited short yes

Atomiton No inf. yes yes No inf. short yes

‘ MobloTSim ‘ Real yes yes yes short yes
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Figure 1: The proposed framework for simulating loT-Cloud systems

New scientific results

The architectural view of my proposal for simulating loT-Cloud systems is depicted in Figure 1.
Compared to traditional simulators, I propose a semi-simulated environment. To be as close as
possible to real world systems, I started to gather real sensor trace files of public [oT initiatives,
and made them available through an archive (I.), which can be connected to MobloTSim (II.) to
simulate real device behavior. I also developed gateway services (II1.) to manage IoT devices by
processing and visualizing their sensor data. These gateways can be instantiated and operated

at public or private cloud or fog providers.



Thesis I. I designed and developed a mobile IoT simulator
called MobloTSim, which can simulate multiple IoT de-
vices in a user-friendly way, and send the generated data
on the real network to the cloud. I validated its usability,
and evaluated its scalability for managing multiple devices
simultaneously.

My proposed mobile IoT device simulator is designed to simulate up to hundreds of IoT
devices, and it is implemented as a mobile application for Android platforms. Sensor data
generation of the simulated devices can be done by artificially generated, random values in a
range given by the user — this is the default option. For more advanced simulations, data from
loT-specific trace files can also be loaded and replayed. The data sending frequency can be
specified for each device for both cases. The application uses MQTT protocol (by default) to
send messages with the use of the Eclipse Paho library, which is open source. The MQT'T protocol
is an established messaging protocol for IoT systems [14] and widely supported by IoT-Cloud
services. Message data is represented in a structured JSON object in the simulator, compatible
with the IBM IoT Foundation message format.

The basic usage of the simulator is to connect the application to a cloud, where the data is to
be sent, to create and configure the devices to be simulated, and to start the (data generation of
the) required devices. These main steps are represented by three main parts of the application:
the Cloud settings, the Devices and the Device settings screens.
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Figure 2: The user interface of the MobloTSim Android application




In the Devices screen (left part of Figure 2), we can create or import devices, and also view
the list of existing devices, where every row is a device or a device group. These entities can be
started and stopped by the user at will, both together or separately for the selected ones. New
device creation and the editing of an existing one can be done in the Device settings (or Edit
device) screen (right part of Figure 2). If the user selects an existing template for the base of the
device in the Type field, the message content and frequency will be set to some predefined values.
For example, the Thermostat template has a temperature parameter, and the device turns on by
reaching a predefined low-level value and turns off at reaching a high-level value.

Sensor data generation for the simulated devices can be done in different ways. The default
way to generate device data is to create a custom device, where the user can define parameters
with ranges, within the random value will be generated (by default the Generate random data
option is activated). To simplify this process the user can use device templates, which has
predefined parameters and ranges, specific to the device type, and also an artificial, random
value generation will be performed. If the Generate random data option is deactivated, the
user can select a file to load the sensor values. In this way, we can replay previous experiments.
Beside using random generation and replays, we can even load trace files of real world applications
gathered from public sources. An example file from the OpenWeatherMap public weather data
provider [3] can be used, which monitors many cities and stores many parameters of them,
including temperature, humidity, air pressure and wind speed. Using the trace loader feature of
MobloTSim, the simulation can mimic a real life scenario.
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Figure 3: The tradeoff of sent messages and used cores

I analyzed the device simulation scalability performance of the MobloTSim application. For
this purpose I created a simplified version of MobloTSim (called MQTTDemo), containing only
its core parts for device management functionalities to enable automated, script-based message
generation. It allows for accessing low-level configurations, like specifying the number of threads
used for managing the simulated devices. It also collects detailed statistical information of the
simulation by measuring elapsed times for executing certain functions. It can be connected to
the private gateway deployed in the IBM Cloud, and can send messages to it using the MQTT
protocol. By the time I performed the evaluations, the number of simulated devices were limited
to 20 by the IBM Cloud platform. In the Settings we can define the number of devices to
be simulated, the message frequency for sensor data generation, the number of used threads
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(ThreadPool) and the message type and contents. This type can be a simple JSON object with a
random parameter, or an OpenWeatherMap device data in JSON format describing sensor values
of certain smart cities. Other settings are hard-coded to the application for this testing, as well
as the address of the MQTT broker of the IBM Cloud service.

The evaluation results shown in Figure 3 proved that the random data generalization con-
sumed an almost negligible time, so it did not interfere with the simulation. To manage 20
devices (the highest number for IBM Cloud, i.e. Bluemix till 2017), we can see that six threads
were too few for an acceptable performance, therefore we had to use eight threads instead.

Thesis II. I designed and developed a generic cloud gate-
way service, which can be deployed on any cloud service,
and can manage IoT devices by receiving, storing and pro-
cessing or visualizing data. 1 also validated its usability
together with MobloTSim, and evaluated its scalability.

After examining the IoT services of public cloud providers, I performed a requirement analysis
for a service that is easy to use and able to handle both simulated and real world IoT devices.
Based on these results, I developed a customizable, private gateway that can be deployed to any
cloud provider to handle up to hundreds of different devices at the same time.
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Figure 4: Detailed, parameter-wise data visualization in the private gateway in the IBM Cloud
sent by a group of devices in MobloTSim

This generalized gateway is a node.js application that is able to manage multiple device
topics with the MQTT protocol, and it has a web-based graphical interface to visualize sensor
data coming from MobloTSim — as shown in Figure 4. Messages (defined in JSON format)
received from the simulated devices are managed by an MQTT server. It can also be used to
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send responses (or notifications) back to the simulated IoT devices in MobloTSim. To support
multiple device handling, it uses paging to overcome device management limitations introduced
in the free version of the IBM Cloud. In order to enhance and better visualize heterogeneous
device data simultaneously, I introduced device grouping for the chart generation. This way we
can see the data sent by all devices in a single real-time chart. Though the IBM Cloud provides
some monitoring information for deployed applications, we can have access to more detailed
monitoring data using custom Docker containers. As a result, I placed my extended gateway
solution to a Docker container, which has also became more portable at the same time.

Table 2: Measurements with the Weather template.

No. of devices 10 100 250 450
CPU util. (%) 1.59 12.27 29.53 52.29
Memory (MB) | 110.07 | 110.22 | 110.35 | 111.05
Network (B/s) 853.6 | 855.16 | 881.34 | 890.66
Msg. size (KB) 2468 | 24695 | 61666 | 111110
No. of msg. 6000 | 60046 | 149940 | 270165

I evaluated the scalability of this generic gateway service. I deployed the gateway in a Docker
container as a micro application to the IBM Cloud. I performed multiple rounds of evaluation.
In the initial phase evaluation, I used the Thermostat template of MobloTSim to create 900
simulated devices in groups. These results indicated that even with this high number of devices
only a little load could be observed. For the second round of experiments, I introduced CPU
stressing, and created device groups for 10, 100, 250 and 450 devices in MobloTSim, and re-
executed the simulation. We can see that for doubled messages (i.e. 0.5 second frequencies) the
CPU utilization is also doubled. In the last evaluation round I created 10, 100, 250 and 450
devices in four groups, using the Weather template of MobloTSim. Since MobloTSim is capable
of loading previously saved IoT trace data, I used this feature for loading real data provided by
OpenWeatherMap. I performed the experiments for all device groups with one second frequency.
The detailed results are shown in Table 2. The results showed that the Weather template uses
bigger messages, which also results in higher CPU load.

Smart farming is also a rapidly growing area within smart systems, that need to respond
to great challenges of the near future. Due to recent ICT developments we can apply novel
sensor and IoT technologies to provide a promising alternative, called affordable phenotyping.
To address these aims, in the frame of the Internet of Living Things project [5], I participated
in developing a low cost plant phenotyping platform for small sized plants, which enables the
remote monitoring of plant growth in a standard greenhouse environment, called the IoLT Smart
Pot. To manage this smart pot cluster, I designed and participated in the implementation of the
[oLT Smart Pot Gateway for monitoring its environmental parameters, based on the results of
the generic gateway solution. I also participated in the evaluation of the proposed solution with
scalable simulations, and exemplified its real world utilization. Figure 5 shows a screenshot of
the specialized gateway web interface that generated a chart of the calculated values based on
the received real sensor values (of a selected time interval) to represent a time course of the pro-
jected leaf area of the selected plant in a pot of the cluster. The curve nicely reveals a cirkadian
oscillation pattern due to periodic leaf movement (flattening in the dark and erection in the light
period).
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Figure 5: Visualizing leaf area changes over time in the [oLL.T Smart Pot Gateway

Thesis Point III. I designed and developed an IoT trace
archiving service called SUMMON, which can periodically
collect and store data from real IoT applications, even with
using web crawling techniques. I demonstrated its opera-
tion with three use cases. The gathered datasets are shared
in SUMMON to facilitate more realistic IoT simulations.

The European Commission has published a guideline document [1] for encouraging open access
to reuse digital research data generated by Horizon 2020 projects. In this report they defined
the so-called FAIR data principles to help Horizon 2020 beneficiaries to make their research data
findable, accessible, interoperable and reusable. Following these guidelines, I aimed to create an
open IoT trace archive to facilitate data search and accessibility, and to reuse sensor data for
experimenting with IoT-Cloud systems.

In the first versions of MobloT'Sim one could only use artificially generated values for sensor
simulation. Later, I developed a trace loading feature to support easier configuration of ex-
periments, and to replay real world sensor data in certain simulated scenarios. I introduced a
Weather template for representing weather monitoring features of smart city devices, for which
I used data from the OpenWeatherMap service. To further extend the supported application
areas, I envisioned a public [oT trace archive to be used together with MobloTSim. For this aim,
I developed a solution called Smart system Usage data Management and MONitoring (in short
SUMMON), which is a web service for gathering and filtering data from these projects. With this
service we can list the available datasets, and query and filter a selected dataset to be loaded by
MobloTSim for large scale experiments. I gathered and filtered real sensor data of smart cities,
such as the SmartME [9] and the CityPulse [7] projects, and archived it in SUMMON.

Besides filtering and archiving datasets of smart city projects, it would be beneficial to reuse
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Figure 6: The extended environment for simulating IoT-Cloud systems

data from social networking sites and from such dynamically refreshed websites that provide
visualized information of crowd-sourced smart systems that do not share their sensed data. To
gather data from such services, I proposed a web crawling approach to facilitate open IoT data
archiving and reuse. This proposal extends the previous solutions, and the designed crawling
service can provide additional datasets to perform various experiments with the semi-simulation
framework, as shown in Figure 6.

Table 3: Comparison of the three use cases

| Project | Time (sec) | Data (KB) | No. of messages

idokep 4 20.24 50
livetraffic | 30 17.7 47
parking 10 7.48 33

I participated in the development of the crawling service, for which we used Scrapy, which is
an open-source python-based framework for data mining, and Scrapyd, which is an application
for managing multiple processes of the spiders’ requests in a parallel way. We realized the service
as a container-based Docker application. A prototype instance is deployed and available in the
Google Cloud, which is connected to a running SUMMON prototype through a REST API to
evaluate their interaction. To get the values of the crawled fields, we had to perform various
searching and filtering methods on the HTML source of the sites. We also pseudonymised the
nicknames for privacy issues before saving the post messages to the MongoDB database of the
crawling sercive. In this way the data gathered by our crawler service can be regularly retrieved
and stored in SUMMON. I also participated in the evaluation of its utilization with three smart
city use cases: a crowdsourced meteorological service called Idokep.hu, a live traffic news service
of the Automobile Association Developments Ltd., and a a cloud-based parking management



solution of the ParkMe project. Table 3 shows the average values for the execution times, saved
data sizes and number of messages for the spider jobs run on a given day. From the results we
could see that the web page layouts of the corresponding smart systems varied highly, therefore
no generic spider could be used to crawl them.

Conclusions

In the phase of the latest Internet evolution, a high number of powerful devices appeared on the
network, which led to the birth of the IoT paradigm. As a result, cloud technology providers
responded to this trend, and broadened their services to attract users of IoT applications. In
this new world, IoT developers are facing many challenges: they need to purchase smart devices,
to design and build-up a network of these components, to develop IoT applications, to test and
evaluate these applications on the created system and finally, to fine-tune the applications based
on the evaluation results.

In this work I provided means to overcome some of these challenges. I developed a complex,
semi-simulation environment composed the following tools: an Android-based, mobile device
simulator called MobloTSim capable of simulating up to hundreds of IoT devices, a customizable
cloud gateway service that is able to manage the simulated devices, and an IoT trace archive
service called SUMMON, which can be used to gather real-world sensor data to be fed to the
simulation experiments. I exemplified the usage of this complex simulation environment, and
evaluated its device management scalability and responsiveness. I do believe that these tools can
contribute to a more cost efficient IoT system planning, development and evaluation, even for
different academic research communities and industrial stakeholders.

The scientific results presented in this dissertation have been published in numerous journals,
conference and workshop papers and have been presented in various scientific forums. These
publications have inspired further research, generated collaborations, and are well represented
by many independent citations — which are summarized in Table 4.

Most of the research I performed in the past five years has resulted from active involve-
ment in the Internet of Living Things (GINOP-2.3.2-15-2016-00037), Smart Systems Research
Institute (20391-3/2018/FEKUSTRAT and TUDFO/47138-1/2019-1TM), EFOP-3.6.1-16-2016-
00008, and OTKA FK 131793 national, and EU COST Action 1C1304 (ACROSS) and EU COST
Action CA17136 (INDAIRPOLLNET) international projects.

The components of the proposed semi-simulation environment are under continuous develop-
ment and improvement, their source codes are open and available on GitHub at the following
links:

https://github.com/sed-szeged /MobloTSim/

https://github.com/sed-szeged/MobloTSimBluemixGateway

https://github.com/sed-szeged /iotgateway

https://github.com/sed-inf-u-szeged /loLT-Smart-Pot-Gateway

https://github.com/sed-szeged/SUMMON



Table 4: Publications, Theses and Independent citations

Independent citations

Thesis I.  Thesis 11. Thesis I1I. Google Scholar  MTMT

[P14] ¢ 9 4

[P12] ¢

[P13] ¢ 1

[P6] ¢ ¢ 35 21

P1] 1N 1

[P10] s ¢ 12 6

[PY] s ¢ ¢ 1 1

[P4] ¢ ¢ 2

P7] ¢ ¢ 5

[P11] s ¢ s 1 1

[P8] s s 1 1

[P2] s ¢ s 12 8

[P3] ¢

[P5] ¢

Sum 8 10 7 80 12
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