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1. INTRODUCTION 

Laser-induced breakdown spectroscopy (LIBS) has developed rapidly over the past few 

decades and is now recognized as a versatile and powerful analytical technique for the quick 

analysis of solid, liquids, and gaseous samples. The widespread adoption of LIBS can largely 

be attributed to three key features: its relatively simple and robust instrument configuration, 

the ability to perform rapid analysis with little or no sample preparation, and its capacity to 

provide both qualitative and quantitative analytical information. Together, these features have 

made LIBS an increasingly important tool in both research laboratories and industrial 

applications. 

In recent years, LIBS has increasingly entered into the fields of life sciences (biology 

and medical science). It is being explored as a novel tool for detecting pathogens and disease 

markers, for mapping the spatial distribution of elements in biological tissues, and for the 

qualitative classification of complex biological samples. At the same time, advances in 

materials science have also created a strong demand for analytical techniques that are sensitive, 

versatile and have high spatially resolution. LIBS fits these requirements particularly well, 

especially for inorganic and composite materials. Also, fundamental studies research has been 

aimed at exploring the processes of laser-matter interaction and signal formation, thereby 

improving the performance of the method. 

Our Laser and Plasma Spectroscopy Research Group, led by Prof. Gábor Galbács has 

been active in the field for over 25 years and is continuously engaged in a number of diverse 

fundamental and application spectroscopy studies. I obtained my B.Sc. in Pharmaceutical 

Chemistry and Biology from the Autonomous University of Nayarit, Mexico, and was involved 

throughout my studies in research groups in the fields of pharmaceutical analysis and food 

chemistry. Afterwards, I worked at the Research Center for Food and Development A.C. in the 

research group of natural products. In 2021, I successfully applied for the Stipendium 

Hungaricum grant and became involved in Prof. Galbács’s group while being a M.Sc. student, 

and later pursued the Ph.D. with a fully-funded grant from the Secretariat of Science, 

Humanities, Technology and Innovation (SECIHTI) from the government of Mexico. 

Building on these, the work presented in this dissertation focuses on expanding LIBS 

in three complementary directions. First, I explored LIBS elemental mapping, including its 

advancement through nanoparticle-enhanced LIBS (NE-LIBS) to improve spatially resolved 

chemical imaging of complex samples. Second, I investigated how the use of fiber lasers can 

improve LIBS performance by offering enhanced flexibility and analytical sensitivity. Finally, 

I examined the potential of LIBS combined with machine learning approaches for the reliable 

detection and classification of contaminants in crops. Together, these studies contribute to the 

development of LIBS methodologies and broadening the range of its applications. 

 

 

 



4 
 

2. LITERATURE REVIEW 

2.1 Essential aspects of LIBS 

Laser-Induced Breakdown Spectroscopy (LIBS), also named laser-induced plasma 

spectroscopy (LIPS) can be considered as an upcoming, already fairly well-established 

technique of atomic emission spectroscopy in the field of analytical chemistry. Its popularity 

for the elemental analysis has grown enormously over the years since the beginning of this 

technique. Brech and Cross in 1962 employed a ruby laser to generate vapors from metallic 

samples which were excited using a spark source, leading to the detection of emission spark 

spectra [1]. The first appearance of laser-induced plasma (LIP) for spectrochemical purposes 

dates back to 1964, when Runge et al. employed a pulsed laser as emission source for 

quantitative spectrochemical analysis of nickel and chromium on steel samples [2]. It was not 

until the mid-1980s that such studies on the subject re-emerged due to the lowering cost of 

laser systems and the development of semiconductor photosensor arrays, such as the intensified 

charge-coupled device. These allowed for spectral measurements with high time resolution; 

along with a considerable reduction in the size of the instrumentation, which has eventually led 

to the development of portable LIBS equipments [3]. 

LIBS offers numerous advantages such as fast analysis speed, little to no sample 

preparation, multielemental trace detection (e.g. at ppm or even lower concentration levels), 

portable or standoff analytical capabilities, depth-resolved analysis, easy compositional 

examination of solids, liquids and gases, even in a non-contact manner. The amount of sample 

consumed by LIBS analysis is very small (ca. ng), thus the technique is often considered to be 

non-destructive (or micro-destructive). The spectra primarily provide information about the 

elemental composition of samples, but the chemical reactions occurring in the ablation plume 

also result in molecular bands, eventually influenced by the isotopic composition too, hence 

they are rich in analytical information [3-7]. 

 The analytical performance of LIBS can of course be improved. The most common 

issues are matrix effects in the case of solids samples, not low enough limits of detection 

(LOD), and a relatively low reproducibility (10% RSD, typically). It has to be mentioned 

though that these are problems that other solid sampling atomic spectroscopy techniques, such 

as X-ray fluorescence spectroscopy (XRF) or laser ablation inductively coupled plasma mass 

spectrometry (LA-ICP-MS) also suffer from [8,9]. To address these limitations, numerous 

strategies have been developed. Among them, the most effective approaches include the 

double-pulse LIBS configuration, nanoparticle-enhanced LIBS (NELIBS), spatial 

confinement, femtosecond LIBS (fs-LIBS), and hyphenated instrumentation (e.g. Raman-

LIBS) [10-13]. Considering the large amount of information in the fingerprint-like LIBS 

spectra, qualitative applications are also popular. Advanced statistical techniques and machine 

learning methods are often used for classification or identify complex sample types [14]. 

Because of its unique set of analytical features, LIBS is a kind of a superstar in 

analytical atomic spectroscopy [3]. The LIBS field is hot and produces a large number of 

publications every year in a wide range of application fields from biomedical and 
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environmental analysis over industry-oriented analysis to archaeological studies or 

measurements under extreme conditions [15]. 

 

2.2.  Fundamentals of laser-induced plasma spectroscopy 

LIBS relies on the generation of a microplasma by a focused, pulsed laser beam interacting 

with the sample. By locally vaporizing and exciting material in gaseous, liquid, or solid form 

with a high-intensity laser pulse, the spectral emission produced can be used to infer the 

composition of the sample. The time evolution of the material ejected (ablated) from the sample 

has a profound effect on the analytical information obtained. When a laser pulse with an 

irradiance typically in the GW·cm⁻² range is focused on the surface of or inside a sample, it 

rapidly heats up the material locally, causing the ejection of a small amount of matter as solid 

particles, liquid droplets, and free atoms. Through interactions between the laser pulse and free 

electrons and atoms, a hot plasma is formed above or inside the sample. This plasma is a local 

assembly of atoms, ions, molecules, and free electrons that is overall electrically neutral. 

Charged species in the plasma act collectively, and the plasma is characterized by parameters 

such as electron density, degree of ionization, and temperature [5,16]. 

The foundation of LIBS lies in laser ablation, which serves as the initial step of the 

LIBS process. Laser ablation consists of three main processes: bond breaking and plasma 

ignition, plasma expansion and cooling, and particle ejection and condensation. The production 

of seed electrons is a critical step in plasma initiation. Breakdown occurs when the free electron 

density reaches approximately 10¹⁸ cm⁻³, enabling strong optical absorption [3,6]. As LIBS is 

mostly used for the analysis of solid samples, here the main processes occurring during the 

plasma formation event on solids are reviewed briefly. 

During plasma initiation, both the underlying mechanisms and the resulting plasma 

characteristics are highly dependent on the laser irradiance and the duration of the pulse. When 

using a nanosecond (ns) laser pulse with an irradiance below 108 W·cm-2 and at a wavelength 

fairly well absorbed by the sample, the dominant process is thermal vaporization: the 

temperature of the target rises, and a clearly defined sequence of phase transitions occurs from 

solid to liquid, liquid to vapor, and finally from vapor to plasma. In the case of picosecond (ps) 

pulses with irradiance in the range of 1010–1013 W·cm-2, both thermal and non-thermal 

mechanisms such as Coulomb explosion contribute to the ablation process. For irradiances 

exceeding 1013 W·cm-2 with femtosecond (fs) pulses, Coulomb explosion becomes the primary 

mechanism responsible for bond breaking. 

With ns laser pulses and irradiances on the order of 107–1011 W·cm-2, several ablation 

processes may occur, which include melting, sublimation, vaporization, and ionization. The 

temperature at the target surface rises during the laser pulse, eventually leading to melting and 

vaporization of the material. The resulting vaporized material can be ionized by absorbing 

energy from the incoming laser radiation, giving rise to a plasma. In this regime, laser energy 

is predominantly absorbed via inverse Bremsstrahlung, a process in which free electrons absorb 

photons while colliding with heavier particles (ions and atoms). For ns pulses, the late part of 

the laser pulse can be absorbed by the laser-induced plasma, in a process known as plasma 
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shielding. In contrast to this, for ps pulses the pulse duration is too brief for a significant 

absorption by the plasma. With fs pulses, plasma shielding is negligible, since the pulse ends 

before significant mass ejection or plasma formation can occur. In this case, electrons have 

insufficient time for repeated collisions, and energy is deposited directly into the material 

through nonlinear absorption and multiphoton ionization [17-19]. 

After the laser pulse terminates, the plasma plume continues to expand into the 

surrounding medium. During this expansion, the electron density and temperature of the 

plasma evolve dynamically. The nature of this expansion depends on several factors, including 

the quantity and properties of the ablated material, the amount of energy transferred to it, the 

laser spot size, and the characteristics of the surrounding environment (e.g. gas or liquid, 

pressure, etc.). 

All these primary processes also affect particle formation, where nanometer-sized 

particles originate from the condensation of the vapor phase. Condensation begins once the 

vapor plume cools down to the boiling temperature of the material and ceases at the material 

condensation temperature. Additionally, liquid droplet ejection may occur due to steep pressure 

gradients within the rapidly expanding vapor plume, which exert forces on the molten surface 

[6]. A schematic representation of a nanosecond laser pulse interacting with a solid sample 

surface is shown in Figure 1.  

The laser-induced plasma is a transient phenomenon with a typical lifetime of 0.1–100 

µs, depending on experimental conditions. After several microseconds (up to a few tens of µs) 

the plasma plume slows down due to collisions with surrounding gas molecules, while the 

shockwave separates from the plasma front and continues to propagate at a velocity close to 

the speed of sound. Eventually, the plasma undergoes decay through radiative quenching and 

electron-ion recombination processes that results in the formation of high density neutral 

species within the post-plasma region. This decay phase concludes with the formation of 

clusters (dimers and trimers) through condensation and three-body collisions, followed by the 

thermal and concentration-driven diffusion of species into the surrounding gas. 

Throughout this evolution, the plasma emits a background continuum that decays faster 

than the discrete emitted spectral lines of atomic and ionic species unique to each element. 

Thus, optimizing the delay of the spectral data acquisition, the characteristic spectral 

fingerprints enable elemental identification and quantification. Optimally, the goal is to 

generate an optically thin plasma in thermodynamic equilibrium with the same elemental 

composition as the sample [3,18,19].  
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Fig. 1. Sequence of events following the strike of a focused nanosecond laser pulse on the surface  

of a solid sample. Times shown depict the temporal evolution after the start of irradiation  

of the laser pulse. Figure reproduced from reference [15]. 

 

Because of the short plasma lifetime and the dynamic nature of its emission, fast 

spectrometers synchronized with the laser pulse are essential for LIBS. A schematic overview 

of the temporal evolution of a LIBS plasma initiated by a single laser pulse is shown in 

Figure 2. After the termination of the laser pulse, the plasma plume undergoes rapid expansion 

and cooling over a timescale of several tens of microseconds. In the earliest stage of plasma 

formation, its emission is dominated by an intense continuum background, which overlaps the 

discrete atomic and ionic spectral lines. Therefore, LIBS measurements typically begin only 

after this background radiation has significantly diminished, and data collection continues for 

several tens of microseconds. At very short delay times (less than 1 μs), the plasma temperature 

and electron density are very high, often exceeding 20,000 K and 1019 cm⁻³, respectively. 

Under these conditions, ion concentrations are high, and many excited states of atoms and ions 

are populated. As the plasma expands and cools, free electrons recombine with ions, leading to 

an increase in the concentration of neutral atoms, while electrons from excited states transition 

to lower energy levels. The cooling process continues until neutral atoms begin forming 

molecules, marking the effective end of the plasma phase, at which point the spectrometer 

collects little to no radiation [5,17,20]. 
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Fig. 2. A schematic of the time evolution of the light emission intensity from the continuum and species 

dominant in the laser induced breakdown plasma generated by a nanosecond laser pulse. The timing of the laser 

pulse and LIBS typical detection gating are also indicated. 

 

However, fluctuations in pulse energies and the highly transient nature of the ablation 

process can introduce significant noise into the LIBS measurements. High noise levels increase 

LOD and LOQ, as these parameters are inversely related to noise intensity [5,9,19]. To mitigate 

these effects, the signal-to-noise ratio (SNR) can be enhanced either by decreasing noise (e.g., 

by averaging) or by boosting emission line intensity by suitable methodologies. 

 

2.3. LIBS instrumentation 

While the main instrumental components necessary for a LIBS system are clear, but a wide 

variety of experimental setups have been developed to date. The aim of this subsection is to 

describe the vital characteristics and requirements for the main components of LIBS systems. 

A generalized setup is illustrated schematically in Figure 3. The main components are: 

 A pulsed laser source. The core of the setup in which produces the high-

energy light pulses necessary to initiate plasma formation on the target 

surface. 

 A focusing optical system. Using lenses/mirrors this subsystem directs and 

focuses the laser beam onto/into the sample. 

 A sample holder (in an ablation chamber, if needed). This houses the 

sample in an inert gaseous environment, vacuum, or air. 

 A light collection system. This is often composed of mirrors and optical 

fibers which collect the emission from the laser-induced plasma and 

transmit it to the detection system. 

 A spectrometer (detection system). The collected light is spectrally 

dispersed, typically by a grating monochromator and the resulting 

spectrum is recorded by a detector, most commonly a charge-coupled 

device (CCD). 
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 A gate delay generator. This is an electronics device that synchronizes the 

operation of the spectrometer with that of the laser. 

 

 

 
 

 

Fig. 3. A schematic of a general LIBS setup. 

 

 

2.3.1. Laser source 

A variety of laser types, spanning wavelengths from the infrared to the ultraviolet regions of 

the spectrum, have been employed in LIBS. These include solid-state lasers such as the ruby 

laser (693 nm, 20 ns pulse duration) and, most notably, the Nd:YAG laser (1064 nm and its 

harmonics, 5–10 ns), gas lasers such as the CO₂ laser (10.6 μm, ~100 ns) and the N₂ laser (337 

nm, 30 ps–10 ns), as well as excimer lasers operating at 193 nm (ArF), 248 nm (KrF), and 308 

nm (XeCl) with pulse durations of 10–20 ns [21].  

Nanosecond pulsed solid-state Nd:YAG lasers serve as the standard workhorses in 

LIBS systems because they offer compactness, cost-effectiveness, high stability and durability, 

and can deliver high-energy, short-duration pulses with excellent beam quality. Most 

commonly used sources are actively Q-switched Nd:YAG lasers, which can generate powerful, 

short pulses (about 5-10 ns) with peak powers reaching several megawatts [21,22]. Typical 

specifications of Q-switched Nd:YAG lasers include pulse energies ranging from tens to 

hundreds of millijoules. For certain samples, the fundamental wavelength of the laser (1064 

nm for Nd:YAG) may not be ideal for LIBS analysis. Therefore, it can be frequency-converted 

to shorter wavelengths such as 532 nm, 355 nm, and 266 nm by means of harmonic generation, 

employing nonlinear crystals (e.g., KDP, BBO, MgF2) with birefringent phases [23,24]. In 

these Nd:YAG lasers, usually xenon flashlamps serve as the pumping source, which have 

lifetimes ranging from 20 to 50 million pulses, depending on the total energy delivered during 

discharge. However, because the emission spectrum of the Xe flashlamp overlaps only partially 

with the absorption spectrum of the Nd:YAG medium, only a limited portion of the absorbed 

pump energy is efficiently transferred to the upper laser level. Therefore, the conversion 

efficiency of electrical input power into laser output is less than 3%. 
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Recent advances in laser technology have also led to the increasing use of diode-

pumped solid-state (DPSS) Nd:YAG lasers, which offer numerous advantages, including 

higher repetition rates, improved pulse-to-pulse stability, superior beam quality, enhanced 

durability, reduced size, and greater energy efficiency. These semiconductor laser diodes pump 

the laser crystal within a narrow spectral band in a way to maximize the pumping efficiency by 

minimizing energy losses, achieving an overall efficiency of 10-20%. DPSS lasers can achieve 

high pulse repetition rates (1 kHz or more). Although their pulse energy typically remains 

limited to a few millijoules, their beam quality allows them to generate very high intensities at 

the focal spot [21,25,26].  

Another novel type of lasers is the fiber laser, which represents a great promise for 

LIBS, particularly in industrial and field-deployable applications. Unlike conventional solid-

state lasers, fiber lasers use an optical fiber doped with rare-earth ions (commonly Yb, Er, Nd, 

Tm, or Pr) as the active gain medium instead of solid, rod-shaped crystal. The longer interaction 

length between the pump light and the doped medium in optical fibers significantly improves 

photon conversion efficiency compared to traditional solid-state laser systems [5] and improves 

heat dissipation. Structurally, a fiber laser typically consists of a doped fiber core, pump sources 

(semiconductor diode lasers), and fiber Bragg gratings (FBGs) acting as highly selective 

mirrors to form the laser resonator. Pump light is launched into the fiber either through end-

pumping, where light enters directly through the fiber end face, or side-pumping, where light 

is coupled into the cladding using fiber couplers. These are double-clad fiber design, the pump 

light is guided through an inner cladding surrounding the doped core, while the laser mode 

itself propagates within the core [28]. Absorption of the pump light excites electrons to higher 

energy levels, and when a population inversion is achieved, stimulated emission occurs at a 

wavelength determined by the dopant species. FBGs selectively reflect light of this lasing 

wavelength, enabling multiple passes through the active medium and efficient amplification. 

This process produces a highly monochromatic, directional, and stable laser beam [18,21,27]. 

A particularly powerful and flexible configuration is the master oscillator power 

amplifier (MOPA) design. In this scheme, a low or medium power seed laser which may be a 

fiber laser, Q-switched solid-state laser, or a laser diode generates the initial pulse, which is 

then amplified by a doped fiber stage pumped by a secondary source such as a telecom-grade 

diode laser. This configuration supports high pulse repetition rates and scalable output power 

while maintaining good beam characteristics. The use of this telecom-grade pump diodes, are 

designed for continuous operation; which contributes to the robustness, reliability, and 

longevity of fiber laser systems [28-30].  

Fiber lasers are highly versatile in terms of pulse duration and temporal behavior, 

capable of operating across a wide range; from continuous-wave (cw) output to ultrashort 

pulses in the fs range. Short pulses are generated using mode-locking techniques, achieving 

pulse durations down to ~50 fs, while Q-switching enables pulse durations in the nanosecond 

to microsecond range, ideal for LIBS applications. Their ability to deliver pulse energies up to 

the millijoule range combined with superior beam quality allows for high focal spot intensities, 

even if the total pulse energy is lower than that of conventional solid-state lasers. 
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These lasers offer several advantages such as high beam quality, compact size, robust, 

and low thermal load, reducing internal stresses and improving optical properties; also, 

maintenance-free, and do not need for precise alignment of free-space optical components. 

These features have driven the rapid adoption of fiber lasers in a wide range of applications, 

including welding, cutting, marking, telecommunications, surgery, and micromachining. 

However, the use of fiber lasers in LIBS spectroscopy is relatively recent, primarily because 

suitable fiber lasers with sufficient pulse energy for plasma generation on most solid materials 

continues to be an active area of research for quantitative analysis [30-32]. 

  

2.3.2. Optical system 

Laser pulses in LIBS are typically focused onto the target surface using lenses or mirrors to 

achieve the high irradiance levels necessary for plasma generation. The simplest configuration 

involves a single focusing lens, most often spherical (or less commonly cylindrical), that 

concentrates the laser beam onto a small spot sufficiently intense to initiate a plasma. The focal 

length plays an important role in the focusing behavior. Short focal-length lenses (e.g. 

microscope objectives) are preferred when highly localized sparks or spatially resolved 

measurements are required, as they provide higher power densities at the focal point. However, 

ca. 20 mm working (focal) distance is required to keep the optics clean from ablation debris; if 

the ambient gas has lower than atmospheric pressure, this distance may need to be further 

increased. On the other hand, long focal-length lenses have the advantage that their depth of 

focus is larger, thus it is less important to set and keep the lens to sample distance accurately. 

Obviously, these lenses are used in stand-off LIBS configurations. These usually require higher 

pulse energies to maintain sufficient irradiance due to the larger focal volume [4,18].  

Various optical materials are used for lenses, depending on the laser wavelength and 

the spectral region of interest. BK7 glass performs well in the visible and NIR ranges, while 

quartz is preferred for wavelengths below 340 nm. For IR lasers (e.g., CO2); ZnSe, Ge, or NaCl 

lenses are required. To reduce reflection losses and maximize energy transfer to the sample, 

lenses are usually equipped with anti-reflection coatings, lowering reflectance to below 0.5%. 

Uncoated optics typically lose around 8% of the incident laser energy through reflections at 

both surfaces [5,16,22]. Reflective focusing optics, such as parabolic mirrors and 

Schwarzschild objectives are also often used. Reflective optics eliminate chromatic aberrations 

and are particularly advantageous for wide spectral-range measurements.  

The light collection system in LIBS gathers the radiation emitted by the plasma and 

directs it to the spectral detection unit (e.g., spectrometer and detector). Depending on the 

experimental design, collection optics can either form an image of the plasma plume at the 

entrance slit of the spectrometer or simply collect and guide light via optical fibers. 

Several geometric configurations are used for emission collection. Side-view 

(perpendicular) observation allows spatially resolved measurements by imaging specific 

regions of the plasma plume, providing information on emission intensity variation with 

distance from the target surface. Coaxial (on-axis) collection, where holed mirrors or dichroic 

mirrors are used, in which the collection axis coincides with the plasma expansion direction, is 
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simpler and less sensitive to geometric misalignments. It is widely used when spatial resolution 

is not required. Although coaxial setups are more compact and well-suited for depth-resolved 

analyses, they can suffer from self-absorption effects, reducing calibration linearity. In contrast, 

side-view geometries generally achieve better signal linearity but may experience greater signal 

fluctuations due to plasma instability [33,34]. 

The use of fiber optics (FO) has become widespread in modern LIBS setups due to their 

flexibility and ability to guide light efficiently over long distances. A fused-silica optical fiber 

transmits light through total internal reflection, with an acceptance angle (e.g. approximately 

26°). Fiber core diameters typically range from 50 μm to 1 mm. High-OH-content fibers are 

used for UV/VIS transmission, while low-OH fibers with less than 2 ppm water content are 

preferred for NIR operation due to reduced absorption losses [6,22,33,34]. 

Initially, FO in LIBS were used solely for collecting plasma emission, as coupling high-

energy laser pulses into fibers without damage was difficult. However, advancements in high-

damage-threshold fibers capable of transmitting irradiances up to 5 GW/cm2 have enabled their 

use for laser pulse delivery as well. LIBS configurations now include setups using two separate 

fibers, one for delivering the laser pulse and another for collecting emission; or single-fiber 

systems that perform both functions [35,36]. 

 

2.3.3. Spectrometer 

LIBS spectra are highly complex, featuring numerous emission lines that extend across a wide 

spectral range from the UV to the NIR region. Therefore, an optimal detection system must 

meet the following, demanding criteria: 

 Wide spectral coverage  

 High spectral resolution (better than 0.1 nm) 

 High dynamic range and quantum efficiency 

 Fast acquisition and synchronization ability to capture transient plasma 

emission at the µs timescale. 

 

The fulfillment of these requirements is challenging and therefore a variety of 

spectrometer-detector combinations have been developed to balance resolution, sensitivity, and 

temporal response [37,38]. 

The Czerny–Turner optical arrangement is one of the most widely used in LIBS due to 

its versatility and compactness. Light passes through an entrance slit and is collimated by a 

concave mirror onto a single (holographic) diffraction grating. The grating disperses the light 

according to wavelength, and a second mirror focuses the resulting spectrum onto the detector 

plane [38,39]. This configuration provides moderate resolution and is often coupled with linear 

photosensor arrays (detector arrays) [40]. However, its spectral range is limited; achieving 

higher resolution typically reduces wavelength coverage. To mitigate this, multi-grating turrets 

or multiple detectors can be employed to extend the accessible spectrum. 

In Paschen–Runge optical arrangements, a single concave grating acts as the dispersing 

element. The entrance slit, grating, and detectors are mounted along a Rowland circle, ensuring 
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that each wavelength is focused onto a specific point along the circle where individual detectors 

(often photoelectron multipliers) are positioned. This arrangement allows for simultaneous 

detection of multiple spectral regions and valuable for multi-element analysis. However, these 

systems are generally bulky and limited in flexibility compared to modern array-based 

instruments [5,16]. 

The Echelle optical arrangement represents the most advanced and powerful 

configuration for LIBS applications. It uses two dispersing elements, a diffraction grating 

(echelle grating) and a prism; which separate the incoming light along two orthogonal 

directions. The echelle grating, is coarse with a high-blaze-angle diffraction grating. Due to 

this particular geometry, high spectral resolution is obtained by using large angles of incidence 

and high order of diffraction. At higher diffraction orders, the linear dispersion becomes so 

large that multiple consecutive orders must be utilized to cover a sufficiently wide spectral 

range; consequently, longer wavelengths from a diffraction order overlap with other ones 

causing to overlap with one another. As a result, in any given direction of the diffracted beams 

from the grating, radiation from multiple wavelengths, each corresponding to a different 

spectral order may be present, causing their spectral images to coincide on the focal plane. To 

resolve this overlap, a second cross-dispersing element is incorporated, typically a prism or a 

secondary grating positioned at a 90° angle relative to the echelle grating. This component 

separates the overlapping orders by dispersing them in a direction perpendicular to that of the 

primary grating, creating a high-resolution, two-dimensional pattern of wavelengths versus 

spectral orders (echellogram) [5,18,38]. Consequently, Echelle spectrometers require two-

dimensional detector arrays placed at the focal plane to record this bi-dimensional dispersion. 

The collected emission signals are then processed and combined, aligning the rows from 

different orders into a continuous linear spectrum. This configuration allows simultaneous 

acquisition of a broad wavelength range (typically 200–1000 nm), together with its high 

resolution, makes it effective for analyzing alloys, well linear fitted calibration curves, improve 

of LODs, and suitability for measuring plasma temperature and electron density. Its wide 

dynamic range allows simultaneous measurement of spectral line intensities for both major and 

trace elements within the sample [41]. 

As it was alluded to above, modern LIBS spectrometers almost exclusively use 

photosensor arrays as they can record complete spectra with good timing accuracy. Charge-

coupled devices (CCDs) are silicon-based devices composed of light-sensitive pixels that store 

and transfer photo-induced charges through shift registers for digitization. Free electrons 

produced in each pixel by incoming photons are gathered and held within the semiconductor 

layer located beneath that pixel. In two-dimensional arrays, at specified time intervals, the 

accumulated electrons are transferred sequentially from one pixel to the next within a column 

using a precisely timed driving voltage (the vertical shift register). At the bottom of each 

column, a horizontal shift register gathers one row of pixels at a time and moves the charge 

from each pixel to its neighbor in sequence. Finally, an amplifier at the output of the shift 

register converts these charge packets into a corresponding output voltage; this voltage signal 

is processed externally and converted into digital form [18,42,43]. Linear CCDs are commonly 

used in Czerny–Turner spectrometers, while two-dimensional CCDs are ideal for Echelle 
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spectrometers [44]. CCDs provide better SNR, high spatial and spectral resolution but have 

limited gating capability (typically milliseconds), restricting their use in time-resolved LIBS. 

Complementary Metal-Oxide–Semiconductor (CMOS) detectors have emerged as 

strong competitors to CCDs in LIBS instrumentation. The detector type used in CMOS sensors 

is the active pixel detector (APD), in which each pixel contains its own photodiode, amplifier, 

and readout circuitry. This design allows for non-destructive readout, random pixel addressing, 

and substantially faster frame rates compared to CCDs, since the charge does not need to be 

shifted serially across the entire array [45]. APD/CMOS detectors enable very fast gating, 

making them suitable for time-resolved LIBS where early plasma emission must be captured. 

They also support higher readout speeds, reduced power consumption, and easier integration 

with digital electronics. 

Intensified CCDs (ICCDs) combine a CCD with an image intensifier, composed of a 

photocathode, a microchannel plate (MCP), and a phosphor screen. Their principle of operation 

relies on incoming photons enter the photocathode, where they are converted into electrons. 

These electrons are accelerated toward the MCP by an applied control voltage and undergo 

multiplication within the MCP. The MCP is composed of numerous fine glass capillaries 

bundled together, with their inner walls coated in a secondary electron-emitting material. As 

electrons travel through the channels, they collide with the walls, producing additional 

electrons in a cascade process similar to the PMTs. After exiting the MCP, the amplified 

electrons hit a phosphor screen, which reconverts them into photons. These photons are then 

directed to the detector sensitive surface (either a PDA or CCD) through a coupling lens or a 

fiber-optic taper [5,18,22]. This configuration not only offers the ability to multiply the number 

of the incoming photoelectrons but also a fast gating capability. Enabling high gain, and 

temporal evolution of plasma emission. ICCD-echelle combinations are widely used in LIBS 

systems, offering superior temporal and spectral resolution [46,47]. However, ICCDs are 

expensive, complex, and often produce lower SNR than non-intensified CCDs. 

 

2.4. Analytical performance 

LIBS has established itself as a powerful and versatile analytical tool in modern elemental 

analysis. Its capability for rapid, in situ, and multi-element detection, often without the need 

for complex sample preparation in a virtually non-destructive way since it requires only a 

minimum amount of material (typically ng to g) for vaporization and atomization, making it 

suitable for analyzing delicate, hazardous, or valuable samples. LIBS analytical performance 

is typically evaluated in terms of its figures of merit used in analytical chemistry, which 

collectively define the reliability and applicability of LIBS in quantitative analysis. The typical 

LOD for the analysis of solids are in the low-ppm range, with a repeatability around 10% RSD 

on average. LOD values can reach below the ppb level when experimental parameters are 

carefully optimized or when signal-enhancement methods are employed (see the next section) 

[15]. LIBS is often criticized because of its poor signal repeatability; with complex or 

microheterogeneous materials the signal variability is indeed no excellent. Improvement in 

precision can be obtained through signal averaging over multiple laser shots, use of stable laser 
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sources, and application of signal normalization methods to compensate for plasma fluctuations 

[3,5,15]. 

Achieving high accuracy in LIBS can be challenging due to matrix effects, self-

absorption, and variations in plasma excitation conditions, which can alter the relationship 

between emission intensity and analyte concentration. Calibration strategies play a crucial role 

in improving accuracy; these include the use of matrix-matched standards, standard addition 

methods, and calibration-free LIBS (CF-LIBS) approaches. When properly calibrated, LIBS 

can achieve quantitative results with accuracy comparable to other atomic emission techniques, 

especially for solid materials [37]. 

Despite some intrinsic limitations, LIBS is a highly attractive analytical technique 

because of its speed, minimal invasiveness, and ability to analyze solid, liquid, and gaseous 

samples directly. Its multielemental capability and its highly collimated laser spot size, which 

can be focused onto a small area (300 µm or lower) creating a well-defined analytical spot for 

high spatial resolution analysis for elemental mapping, depth-profiling, and performing remote 

sensing in hazardous or inaccessible environments. The combination of these features, together 

with ongoing improvements in instrumentation, data processing, and calibration 

methodologies, continues to enhance the analytical performance of LIBS and expand its role 

as a reliable tool for both qualitative and quantitative elemental analysis [48,49]. 

 

2.5. Signal enhancement strategies 

In order to improve the performance of LIBS, researchers have been experimenting with a 

number of approaches in recent years that can significantly enhance its sensitivity and precision 

(repeatability). In the following, some of the most relevant signal enhancements techniques 

mentioned in the literature and also investigated by our research group are described.  

 

2.5.1. Double-pulse plasma generation 

In contrast to conventional single-pulse LIBS, the double-pulse LIBS (DP-LIBS) technique 

employs two laser pulses with a controlled inter-pulse delay and a specific geometric 

arrangement to enhance overall spectral sensitivity. The inter-pulse delay is usually such that 

the event generated by the first pulse does not end by the time the second pulse arrives to the 

spot. The observed signal enhancement in DP-LIBS arises from several mechanisms, including 

improved laser-plasma coupling (through plasma reheating and extended plasma lifetime), 

additional sample heating and higher ablated mass, and modifications in the surrounding 

atmospheric conditions. The second laser pulse further elevates the plasma temperature and 

electron density, resulting in stronger spectral emission. 

Depending on the direction and sequence of the laser beams, several geometric 

arrangements have been proposed to reach signal enhancement in DP-LIBS. These include 

various configuration for generating the two pulses. In the collinear configuration, two laser 

pulses travel along the same optical path and are focused on the same spot on the sample 

surface, separated by a controlled time delay. In contrast, orthogonal configurations involve 
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one pulse directed perpendicularly to the sample surface and another propagating parallel to it. 

The orthogonal setup can operate in two distinct modes: the pre-ablation mode, where the first 

pulse travels parallel to the surface and focuses slightly above it to generate an air plasma that 

conditions the environment for the subsequent perpendicular pulse; and the orthogonal 

reheating mode, in which the first pulse ablates the sample, and the second, parallel pulse re-

excites the resulting plasma to increase its temperature and prolong its lifetime [5,18,22]. 

Various other configurations have been explored, involving adjustments in beam 

geometry, pulse duration, laser wavelength, interpulse delay, and the relative energy of 

successive pulses. St-Onge et al. reported a 3- to 4-fold increase in the intensity of emission 

lines on an aluminum alloy, when using a DP burst instead of a SP of the same total energy by 

a Nd:YAG 1064 nm laser. The same author investigated DP-LIBS using different laser 

wavelengths was reported employing a combination of a 266 nm and 1064 nm Nd:YAG laser 

pulses on an aluminum target, with the same irradiance. The authors demonstrated that a 

sequence of UV and NIR pulses generates deeper ablation craters and produces stronger analyte 

signals than those achieved with a NIR–NIR pulse sequence [50]. 

A novel, well-developed approach technique is multi-pulse LIBS (MP-LIBS), that can 

be viewed as an extension of the DP-LIBS. In practice, MP-LIBS is only implemented using a 

collinear configuration with a single laser source, in which multiple consecutive pulses, at a 

same wavelength, duration, and energy are directed along the same optical path to enhance 

plasma excitation and signal intensity. Our research group has also conducted extensive studies 

in the area of MP-LIBS, where signal enhancement approaches by employing several laser 

pulses (up to 11), in the ns-range, separated by 20-40 µsec interpulses, with time-integrating 

detection were investigated on alloys. Resulting in significant improvement in all the analytical 

figures of merit with respect to DP/SP-LIBS [11,32,51,52].  

 

2.5.2. Controlled gas atmosphere 

The effect of atmospheric conditions (air, He, N2, Ar, CO2, etc.) on LIBS spectra generated 

from the sample surface increases sensitivity and the linear dynamic range on the measurement. 

Several advantages by performing LIBS at reduced pressures (below atmosphere) can result in 

enhanced spectra intensity, better spectra resolution, more ablated matter is formed and self-

absorption is less, and more homogeneous craters. However, a too high or too low pressure is 

inadvantageous (too quick expansion leads to low plasma temperature; compression hinders 

plasma formation). Reduced pressure also increases resolution (less pressure broadening). The 

reduced pressure also influences the plasma lifetime, in which the plasma becomes less ordered 

with decreasing pressures and expands more towards the laser as pressure is reduced. It needs 

to be said that by applying a slightly reduced pressure (few mbar), the lifetime of a LIBS plasma 

is greater than that of a LIBS plasma created at atmospheric conditions. Also, the ambient gas 

quality matters because of the atomic mass, ionization energy, and heat conduction influences 

plasma parameters and hence LIBS signal. Usually argon is used, which increases sensitivity 

by a factor of ca. three [53]. 
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2.5.3. Spatial confinement 

Here, the laser-induced plasma is confined to a small size in a properly arranged cavity shape 

(cylinder, hemisphere, bowl-shape) made out of quartz, metal, or PTFE [54]. The enhancement 

is attributed to the reflection and compression of the shockwave and a more effective collection 

of plasma radiation due to the reflection from the chamber walls. The compressed plasma leads 

to an increased collision rate among the particles, resulting in an increased number of atoms in 

high-energy states, causing an increase in plasma temperature and density, hence an 

enhancement of emission intensity. The cavity size plays an important role for the 

enhancement, since it influences the dynamics of the plasma. Li et al., measured laser-induced 

Cu plasmas with a cylindrical cavity (2 mm to 10 mm) at different delay times; where an 

enhancement factor grew 5-fold at 11 μs delay time and a wall distance of 9 mm, at a fix pulse 

energy [55]. Yin et al., applied a cylindrical and bowl-shaped spatial confinement setup to 

minimize signal fluctuations during LIBS analysis of ambient air. They demonstrated that 

cylindrical confinement was effective in partially reducing signal fluctuations. However, when 

bowl-shaped confinement was employed, the plasma shape and position became more stable, 

leading to an even greater reduction in spectral fluctuations compared to the cylindrical setup 

[56]. A drawback of these techniques is the need for a thorough cleaning of the chamber walls 

between analyses, while a precise control of the gate delay and gate width are important. 

Conversely, a magnetic field is used in the case of the magnetic confinement method. 

The magnetic field influences the movement of electrons and ions by the Lorentz force. This, 

slows down plasma expansion and hence reduces the size of the plasma. Consequently, the 

electron density and temperature of the LIP increase due to a higher collision frequency in the 

presence of an external magnetic field that results in the enhancement of optical emission [57]. 

Hao et al. achieved lower LODs for V and Mn in alloys when using ring magnets compared to 

both, a demagnetized magnet and no confinement. The magnetic field strength gradually 

increased along the magnet central axis, reaching a maximum of 4090 G. Under a ring-magnet 

confinement, both the electron temperature and electron density were significantly higher due 

to the combined effects of spatial and magnetic confinement. 

 

2.5.4. Spark assistance 

This low-cost method integrates a high-voltage fast discharge circuit with a conventional LIBS 

setup. Spark-assisted LIBS (SA-LIBS) can be performed under ambient conditions and its 

simplest form only requires a simple capacitor and a high-voltage power source. Additionally, 

it causes less damage to the sample surface because the laser pulse energy can be significantly 

reduced. As the applied voltage increases, the energy deposited in the spark discharge also 

rises, leading to an enhancement in signal intensity [58]. 

2.5.5. Nanoparticle enhancement 

Metal nanoparticles (NPs), particularly those composed of gold and silver, have received 

significant attention due to their exceptional optical, electronic, and chemical properties; since 

the spatial confinement of their electrons determines the physical and chemical characteristics 
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of NPs [59]. When light of a suitable wavelength interacts with a metallic NP, the oscillating 

electric field of the electromagnetic wave displaces the conduction electrons relative to the 

positively charged atomic lattice. This displacement creates regions of opposite charge on 

either side of the NP, generating an electrostatic restoring Coulomb force that pulls the 

electrons back toward equilibrium. As a result, the electrons oscillate collectively at a 

characteristic frequency. When the frequency of the incident light matches this natural 

resonance frequency, it will produce large oscillations of all of the free electrons in the NP, 

hence a strong resonance occurs, known as localized surface plasmon resonance (LSPR), which 

gives rise to distinctive optical features such as intense absorption and scattering bands in the 

visible and near-infrared regions [60-62]. The resonance frequency of these oscillations is 

determined by several factors, including electron density, particle size, shape, composition, 

interparticle distance, and the dielectric constant of the surrounding medium. This spatial 

confinement of electrons is what gives NPs their unique optical behavior. 

For small NPs (smaller than or equal to the wavelength of the incident photon), the 

oscillation is confined within the entire NP volume. As a large number of electrons oscillate 

collectively within the NP, they generate strong electric fields in its immediate surroundings. 

These fields themselves interact with the electrons, amplifying the oscillations. This coupled 

excitation, between the oscillating electron cloud inside the particle and the oscillating 

electromagnetic field around it is known as a localized surface plasmon (LSP), producing 

intense, localize electric fields (see Figure 4). These fields can be amplified by several orders 

of magnitude higher than the incident field; especially at sharp edges, tips, or interparticle 

junctions, where the local geometry enhances the confinement of the electric field [63-65]. In 

this context, two electromagnetic fields are generated, one within the NPs (from the collective 

oscillation of electrons) and another, stronger field, surrounding them externally (the surface 

charges creates a dipole field).  

 

Fig. 4. Illustration showing the localized plasmon oscillations that occur in metallic NPs when they are exposed 

to incident light waves. Figure reproduced from reference [61]. 

 

These enhancement effects form the basis of surface-enhanced Raman spectroscopy (SERS), 

in which Raman signals are amplified by many orders of magnitude [66], or in surface-

enhanced fluorescence spectroscopy (SEFS), for detecting bioactive molecules in the 

biological and environmental fields [67]. LIBS in not an exception, fundamental and applied 
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studies have been ongoing for more than a decade with a method called nanoparticle-enhanced 

LIBS (NE-LIBS). 

In NE-LIBS, a small droplet of a nanodispersion is deposited on the sample surface, 

covering an area where the laser spot will be focused. After the solvent evaporated, the NPs 

remain on the surface, altering its characteristics and significantly improving the absorption of 

laser energy. As a result, for metallic samples, the emission signal can increase as much as by 

two orders of magnitude [68]. 

Nevertheless, after the deposition of a NP colloidal solution onto the sample surface, 

NPs can organize themselves in many different ways. Some remain isolated, while others 

gather closely together to form small or large clusters. These diverse arrangements are 

unevenly distributed across the dried droplet, producing a coffee-ring effect (CRE). The 

characteristics of this effect depend on the hydrophobicity of the solution and the contact angle 

between the liquid and the substrate. The result is a heterogenous, mostly ring-like deposition. 

This complexity makes it challenging to accurately describe the laser-nanoparticle interactions 

during NE-LIBS [17]. Therefore, to understand and explain the observed sensitivity 

enhancement in NE-LIBS, it is essential to account for the different NP arrangements and their 

resulting plasmonic interactions.  

As previously mentioned, LSPs are formed from the coherent oscillations of conduction 

electrons on the surface of a metallic NP after an oscillating electric field from the incident 

light (laser). However, NE-LIBS interacts with many NP assemblies, by coupling to each other. 

Coupling between LSPs takes place when NPs are brought sufficiently close so that their near 

electromagnetic fields overlap at the particle surfaces. This interaction produces new plasmonic 

modes with shifted resonance frequencies and leads to an even stronger enhancement of the 

surrounding electromagnetic field. When two NPs are separated by only a small gap (dimer), 

their near-field coupling minimizes far-field scattering and concentrates the electromagnetic 

energy within the narrow space between them. This strong coupling generates a large charge 

dipole across the gap, creating a localized region where the electric field intensity greatly 

exceeds the sum of the individual fields produced by isolated nanoparticles. This highly 

confined and amplified electromagnetic region is called a plasmonic “hot spot” [69,70]. An 

example showing the spatial distribution of the enhanced field in the gap between adjacent 

nanoparticles is shown in Figure 5-A. Where for a single NP the maximum electric field 

enhancement is located at the poles of the NP while for a dimer the maximum field 

enhancement is in the region in between the NPs.  

Several authors have reported that the strength of the field enhancement in the hot spot 

is determined by the interparticle distance of the NPs to each other (see Figure 5-B) [70-74]. 

This indicates that the electromagnetic field enhancement becomes stronger as the charge 

density increases and decreases proportionally with the cube of the interparticle distance. 

Therefore, the degree of emission signal enhancement is highly influenced by the surface 

concentration of NPs, since it is directly dependent to the average interparticle distance of NPs 

deposited. 
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Fig. 5. A) Plots of the relative electric field enhancement of a 25 nm gold single NP and dimer, where |E| is the 

amplitude of the calculated electric field and E0 is the amplitude of the incident electric field, polarized along the 

long axis of the nanostructure with propagation from the bottom towards the top. The area of strong 

enhancement (red zone) is called a hotspot [69]. B) NELIBS signal enhancement as a function of interparticle 

distance with 10 nm spherical NPs deposited on a titanium sample. Figure reproduced from reference [72]. 

 

Now we know that the NP concentration must be optimized for NE-LIBS in order to 

have an optimal interparticle distance. The control of NP surface concentration plays a critical 

role. De Giacomo et al, [75,76] studied the role of NP concentration with colloidal solutions 

by droplet deposition employing different surface concentrations on the sample and reporting 

the emission enhancement as function of surface concentration of NPs (Figure 6). It is shown 

that, the enhancement increases with NP concentration up to an optimal point, where the 

interparticle distance of the NPs allows for the most effective plasmonic coupling. Within this 

concentration range, maximum enhancement is maintained, indicating that once the optimal 

NP concentration is reached, further decreasing interparticle distances no longer improves the 

signal. Therefore, as the concentration continues to rise, NPs become too close to one another, 

causing the field enhancement in the hot spots to drop sharply due to electron tunneling effects. 

In addition, a high NP coverage can shield the sample surface from the laser beam, further 

reducing the signal. Hence, at higher NP surface concentrations, a significant decline in 

enhancement could happened. However, this trend can be applied for different NP sizes, which 

also the interparticle distance influence on the NP size [66,68,77], therefore, NPs of different 

sizes can achieve a maximum enhancement at different surface concentrations. 
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Fig. 6. NELIBS enhancement with respect to LIBS on titanium sample with 20 nm Ag NPs, illustrating the 

emission enhancement as a function of the NP surface concentration. Figure reproduced from reference [76]. 

 

It is also important to consider the effect of NPs on the sample properties during NE-

LIBS. In a normal scenario, during LIB, plasma formation begins once the laser irradiance 

exceeds a critical value known as the breakdown threshold, which varies according to the 

physical and chemical properties of the sample material. To initiate this process, a sufficient 

number of free (seed) electrons must be generated to trigger optical breakdown and plasma 

induction. However, most of the laser energy in this interaction is consumed in vaporizing and 

ionizing the sample. In solids, the dominant mechanism responsible for producing these 

electrons is multiphoton ionization, where the sample simultaneously absorbs multiple photons 

from the laser pulse. The combined energy of these photons becomes sufficient to overcome 

the binding energy that holds electrons inside the sample or the ionization energy of its atoms, 

leading to the ejection of electrons [5].  

On the other hand, the presence of NPs on the sample surface after laser irradiation, the 

electromagnetic field of the incoming radiation gets amplified due to the enhancement the LSPs 

induce. As a result, the laser-sample interaction is no longer direct; instead, it is primarily 

mediated by the NPs. Since metallic NP have a much lower breakdown threshold than bulk 

materials, they act as highly efficient electron sources and localized centers of energy 

absorption. Their presence increases the effective laser-matter interaction area, facilitating the 

generation of seed electrons, lowering the breakdown threshold. These effects create multiple 

plasma ignition points, lowering the overall energy required for ablation and leading to more 

efficient plasma formation and signal enhancement [68,71,74,78]. 

Nevertheless, for metallic samples, LSPs can also interact with the surface electrons of 

the metal, generating additional hot spots near the sample surface. Therefore, the enhancement 

mechanism differs for metallic and dielectric samples [68,72,75,78]. For metallic samples, the 

dominant mechanism for generating free electrons is field emission, rather than multiphoton 

ionization; the intense local field enhancement within the hot spots facilitates the instantaneous 

ejection of electrons even before the NPs are fully ablated by the laser pulse. These hot spots 
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act as multiple plasma ignition centers across the laser-irradiated area, greatly reducing the 

breakdown threshold. In the case for dielectric samples (non-conducting), field emission does 

not occur, since the electrons generated by the NPs stay confined to the area surrounding each 

particle, leaving the sample bulk unaffected. As a result, ablation primarily targets the NPs 

themselves, occurring mainly at their contact points with the sample surface. This type of 

ablation happens because NPs have low thermal conductivity and, therefore, a much lower 

breakdown threshold compared to the bulk material. 

NE-LIBS has gained significant attention in analytical chemistry due to its ability to 

enhance the sensitivity and overall analytical performance compared to conventional LIBS. 

With a minimal sample preparation, this technique has been effectively applied to trace 

elemental analysis of metals, alloys and biological materials; but mainly for localize analysis. 

It has shown remarkable potential for detecting trace (sub-ppm level) elements in alloys, 

lowering the LODs, with reliable calibration curves [68]. NE-LIBS can be applied for the 

elemental analysis of microdrops of dried solutions, enabling to quantify Pb at the ppb level, 

reaching absolute LODs in the picogram range [79]. It also has the ability to improve the 

detection of organophosphate and heavy metal residues, and macroelements on fruits and 

vegetables comparing it to LIBS, and also by obtaining enhanced-elemental maps of the 

distribution of the analytes in leaves [80,81]. In addition, Pálasti et al. designed an improved 

SERS substrate that enabled quantitative NE-LIBS analysis of liquid samples [66]. Also, NE-

LIBS has been employed for analysis of glass and gemstone, which was possible to perform it 

without sample damage from the laser and preserving the sample [82]. 

 

2.6. Chemometrics 

Machine learning is the study of techniques for the automated extraction of information from 

raw data. However, the study of methods (techniques) for extracting information from chemical 

data, design optimal experiments and enhance understanding of chemical systems is known as 

chemometrics [83-85].  

 The rapid development of machine-learning and the growing availability of advanced 

chemometric methods have greatly expanded the analytical potential of LIBS data processing. 

However, improper application of these methods can lead to misleading results, such as 

achieving high classification accuracy in the absence of real chemical or elemental differences 

in the samples or over-fitted models; obtaining improper classification results [37,86,86]. Also, 

sophisticated program algorithms may produce seemingly valid classifications that are, in fact, 

driven by irrelevant variables such as background noise or contamination rather than genuine 

compositional differences. 

 

2.6.1. Data pre-processing methods 

An important point of consideration is the use of spectral pre-processing methods prior to 

chemometric analysis; such as baseline correction, noise filtering, normalization, overlapping 

peak resolution and feature selection. Due to the fact that using the whole LIBS spectrum 
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without adequate pre-processing; can result in overfitted models (e.g. capturing noise rather 

than meaningful signals) or can also lead to issues associated with high dimensionality of 

classification models [86-88]. A brief description of these data pre-processing approaches is 

provided below. 

 

2.6.1.1. Spectral baseline correction  

This process the plasma spectral background while preserving the essential analytical 

information. Several studies have suggested various methods for performing baseline 

correction. Gornushkin et al. [89] developed a polynomial algorithm, in which the spectrum is 

divided into groups, and local minima are identified within each group, along with a specified 

number of minor minima corresponding to pixels with the lowest intensities. The polynomial 

curve derived from both major and minor minima is then used to model the continuum 

background. Another method is wavelet transform, which uses a mathematical transformation 

that enables signal analysis in the frequency domain. The method involves convolving the 

signal with a specific function known as the mother wavelet, allowing the signal to be 

decomposed into its fast, medium, and slow varying components [87]. The Savitzky-Golay 

smoother is one of the most popular algorithms based on least squares, where a low order 

polynomial is fitted to a selected data interval, and the fitted value at the center of that interval 

is retained. The interval is then shifted one sample to the right, and the process is repeated until 

all the required smoothed values are obtained. Another baseline estimation method is 

asymmetric least squares (ALS), which relies on a penalty factor and a smoothing factor. It 

automatically finds a smooth baseline under the spectral peaks by penalizing deviations 

differently above and below a fitted line [90]. Simple polynomial fitting is another quick and 

effective way to estimate the background; it fits a low order polynomial curve to the baseline 

and subtracting it, but with low precision.  

 

2.6.1.2. Noise filtering  

Regarding the noise, LIBS spectra can include dark noise and background noise. Noise can be 

reduced by smoothing. The most common noise filtering methods are the Savitzky-Golay and 

fast Fourier transform, which uses a mathematical filtering that decomposes a spectral signal 

into its frequency components, removing unwanted high-frequency noise.  

 

2.6.1.3. Overlapping peak resolution 

This method is applied when the spectra exhibit spectral interferences. To overcome 

overlapping peaks (spectral lines), a curve fitting method can be applied, which separates 

overlapping spectral peaks into individual components using mathematical functions optimized 

through the Levenberg-Marquardt algorithm. Among the various models available, the 

Lorentzian and Voigt functions are the most commonly applied for peak deconvolution [87]. 
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2.6.1.4. Data normalization 

This method targets varying measurement conditions, such reducing signal fluctuations. It 

consists in a mathematical transformation of the data into a standardized form (divided by a 

factor related to a parameter). There are several normalization methods [9,91-93], but the most 

common ones applied in LIBS are the following: 

 Normalization to the background. the intensity of interest emission line is divided by 

the background signal measured near that line; taken either from the intensity at a 

single wavelength or from the average intensity within a chosen spectral range.  

 Normalization to the total area (total emission intensity). For each spectrum, the 

intensity of the analyte emission line is normalized by dividing it by the total 

integrated area of the spectrum across the entire wavelength range. 

 Normalization to an internal standard. In this case the internal standard lines should 

be homologous to the analyte line originating from the same ionization state and 

elements with similar ionization energies to compensate for plasma variations. Their 

upper energy levels should be comparable, both lines must fall within the same 

spectral window, and their intensity ratio should be close to one to avoid detector 

saturation. 

 Normalization to the standard normal variate (SNV): Is one of the most used 

approaches in LIBS to correct for scattering effects and intensity variations. It 

standardizes each spectrum by first subtracting the mean intensity of the spectrum 

(mean-centering), and then dividing by the standard deviation of the original spectrum 

(scaling). But also they can be used separated; it transforms each spectrum to have a 

mean µ=0, and a standard deviation =1 [94-96]. When applied both functions are 

often named as autoscaling or standardization. However, this method can totally 

change the intensity relationship within the spectrum, thus it is important to carefully 

choose the most suitable scaling method, if any is to be applied. 

2.6.1.5. Feature extraction 

The aim of feature selection is to transform the high-dimensional spectral data into a reduced 

set of variables that makes the classification or regression task more manageable [83]. This 

process reduces data dimensionality by identifying and retaining only the most informative 

features, which are then used to build a model. The most used feature selection method is 

principal component analysis, for low-dimensional reduction of variables. It enables a 

condensation of meaningful spectral information into a smaller number of variables [97]. 

Another novel method proposed by Lohninger and Ofner [98] is the use of spectral descriptors, 

which define and extract specific information. Their usage addresses the dimensionality 

reduction and enhances the structure of the information within the data space, by decreasing 

the size of the space and transforming it so that only chemical information is encoded. In LIBS, 

they typically consist of spectral intensities or integrated spectral ranges that account for 

baseline variations. Other various feature selection techniques have been applied in LIBS, such 

as successive projection algorithm (SPA), stepwise selection (SW), analysis of variance 

(ANOVA), and PLS regression model [87]. 



25 
 

2.6.2. Fundamental concepts of chemometrics  

Chemometrics can analyze and interpret datasets where each object has multiple variables. A 

multivariate dataset represents objects along their features. An object can be a sample, a 

spectrum, or a chemical structure. An object is defined by a set of numerical features. A feature 

is a numerical variable that quantify specific properties of the objects, such as concentrations 

or intensities of spectral lines [94,95]. The data can be represented as a n × p matrix X, where 

each of the n rows corresponds to an object and each of the p columns corresponds to a feature. 

Therefore, each feature represents a coordinate, so every object can be visualized as a point 

within a p-dimensional feature space (Figure 7). The distance between points (objects) serves 

as an indicator of similarity of the objects. Hence, based on these distances, groups of similar 

objects (clusters) and unusual data points (outliers) can be identified. 

 There are different data analysis methods applied in chemometrics for multivariate data 

analysis, which can be classified into two groups: unsupervised (exploratory/clustering) where 

only an X-matrix is available and does not require the information about objects (class or 

sample names). The aim is to explore the dataset or to identify clusters to get an overview of 

the dataset. Some of the main tools are: Principal component analysis (PCA), k-means 

clustering, and hierarchical cluster analysis (HCA). The other method is supervised, where 

additionally to the main data set X, a y-vector (property) may be known for each object that 

defines the class membership of the objects, this can be a type of class or concentration  

(Figure 7). Supervised methods can be sub-divided in calibration, which establish a numerical 

relationship between x-variables (spectrum) and one or more dependent y-variables (e.g. 

concentration); the output is a regression model for prediction. Common techniques are 

multiple linear regression (MLR), principal component regression (PCR), partial least-squares 

(PLS) regression, and supported vector machine (SVM) regression. The other sub-division of 

supervised methods is classification, also a y-vector is given to the matrix-X, which determines 

which category or class a sample belongs to, based on its features. Typical methods are linear 

discriminant analysis (LDA), PLS-DA, soft independent modelling of class analogies 

(SIMCA), k-nearest neighbor (kNN), random forest (RF), and artificial neural network (ANN) 

[17,88,94-96,99].  

 

Fig. 7. n points (objects) in a p-dimensional (feature) space - matrix X and a property vector-y.  

A property may be a concentration or class membership of the objects. 
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Supervised methods employ label training data in an iterative manner to learn patterns and 

predict outcomes for new unseen data. The data is divided into a training set, to construct the 

chemometric model, which represents the unknown samples to be analyzed. It consists of 

distinct sample classes, each encompassing the expected spectral variations, such as differences 

in sample type or concentration range. And also a validation (testing) set, which includes data 

that were not part of the training set. These samples are treated as unknowns to evaluate the 

model performance. Ideally, the spectra in the validation set should come from samples entirely 

separate from those used for training. The final prediction results are presented in a confusion 

matrix, where the diagonal entries indicate the correct classification rates [94,95]. While the 

exact steps for building a chemometric model vary depending on the chosen method and 

application, the following flowchart outlines (Figure 8) the general stages of model 

development. The most common chemometric methods will be described below. 

 

 

Fig. 8. Procedures involved in the development of chemometric methods. Figure adapted from reference [17]. 

 

2.6.3. Principal component analysis (PCA) 

PCA is the number one method in multivariate data analysis. Is an unsupervised exploratory 

method for data visualization, detection of outliers, selection of variables, and data compression 

(dimension reduction). It simplifies complex datasets by transforming a large number of 

correlated variables into a smaller set of uncorrelated variables called principal components 

(PCs). Each PC represents a direction in which the data vary the most, with the first component 

capturing the greatest variance, the second capturing the next most variance while being 
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orthogonal to the first, and so on. This transformation reduces the dimensionality of the data 

while retaining most of its relevant information, making it easier to visualize and interpret 

underlying patterns [94-97]. In analytical chemistry and LIBS applications, PCA is particularly 

useful for handling high-dimensional spectral data, where it helps identify similarities, 

groupings, or trends among samples. The resulting PCA output consists of scores, which show 

the position of each sample in a new coordinate system, and loadings, which indicate the 

contribution of each original variable (e.g., wavelength intensity) to the components. 

 

2.6.4. Linear discriminant analysis (LDA) 

LDA classification distinguishes between two or more predefined groups or classes based on 

their measured features. It uses class information to find directions that best separate the 

classes. The main concept is to project high-dimensional data samples onto a discriminant 

space that both reduces dimensionality and enhances class separability. In this new space, the 

projected samples are positioned to maximize the distance between different classes while 

minimizing the variation within each class, ensuring the best possible distinction among them. 

LDA is widely used to classify materials, such as identifying types of alloy, rock, or biological 

samples based on spectral data [87,94,95]. 

 

2.6.5. Partial least squares-discriminant analysis (PLS-DA) 

PLS-DA is a classification method that integrates dimensionality reduction from PLS 

regression and linear discrimination (DA) into one algorithm, making it particularly effective 

for analyzing high-dimensional spectral data. Unlike PCA, which focuses only on variance, 

PLS identifies directions in the data that maximize the covariance between spectral variables 

and class labels. This process reduces the original dataset to a smaller number of latent variables 

(LVs) or factors that capture the most relevant spectral variation for class separation. The DA 

component then establishes a linear boundary in this reduced space to classify new samples. 

The performance of a PLS-DA model depends on the number of LVs chosen, too few may 

result in loss of critical information, while too many can lead to overfitting. Selecting the 

optimal number of LVs for a given classification task is typically done through cross-validation 

[87,94,95]. PLS-DA is a supervised discriminant analysis technique used to develop 

classification or quantitative prediction models. 

 

2.6.6. Classification tree (CT) 

CT is a supervised algorithm used to assign samples to predefined categories based on their 

measured features. It works by recursively splitting the dataset into smaller, more 

homogeneous groups according to specific decision rules derived from the input variables. At 

each node, the algorithm selects the feature and threshold that best separate the data into distinct 

classes, using statistical criteria such as Gini impurity, entropy, or information gain. The 

resulting model forms a tree-like structure where internal nodes represent decisions based on 
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feature values, branches indicate possible outcomes, and leaf nodes correspond to final class 

predictions. CTs are easy to interpret and visualize, can handle nonlinear relationships, and 

require minimal data preprocessing. However, they can be prone to overfitting and may not 

generalize well to unseen data, which is why ensemble methods like RF are often used to 

improve stability [94]. 

 

2.6.7. Random forest (RF) 

RF is a non-linear supervised classifier, it operates on the principle of ensemble learning, where 

a large number of decision trees are constructed, and their results are combined to produce a 

more accurate and reliable prediction. Each tree is trained on a randomly selected subset of the 

data (a process known as bagging) and considers only a random subset of features at each split, 

which helps reduce overfitting and increases model robustness. In classification problems, the 

final output is determined by majority voting among all trees, while in regression tasks, it is 

obtained by averaging their predictions. RF performs well with large, complex, and high-

dimensional datasets, and can also provide information on feature importance, indicating which 

variables contribute most to the prediction [94,100]. The key parameters of RF are the number 

of trees in the ensemble and the number of features evaluated at each node split. Increasing the 

number of trees generally enhances performance, but this improvement tends to level off 

beyond a certain point, usually around 70 to 100 trees. 
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3. OBJECTIVES 

The plan for my research activities is based on former results of our research group and 

addresses key analytical challenges in modern LIBS, such as improving sensitivity, enabling 

reliable qualitative discrimination and expanding laser source options. Guided by these 

challenges, the following objectives were defined for my work: 

 

1. Development and optimization of a sample preparation method and measurement 

conditions for the reliable use of nanoparticle signal enhancement in LIBS mapping 

 

2. Explore the potential of LIBS elemental mapping to quantitatively characterize 

nanoparticle distributions in polymer thin film nanocomposites.  

 

3. Investigation of the applicability of fiber laser sources with tunable pulse shapes and 

high repetition rates to the improvement of LIBS analytical performance. 

 

4. Assessment of the performance of machine learning evaluation of LIBS spectral data 

to solve qualitative discrimination analytical tasks relevant to the industry (e.g. 

identification of chemical contaminants on crops). 
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4. INSTRUMENTATION, MATERIALS AND METHODS 

This chapter provides a general, brief overview of the instrumentation, materials and methods 

I used during my research. Further details on specific conditions and methods used to study 

particular aspects will be introduced at the beginning of each corresponding section discussing 

the results of the research. 

 

4.1. Instrumentation 

For most LIBS experiments, a commercial J200 LIBS/LA tandem system (Applied Spectra, 

USA) was used. This is equipped with a Nd:YAG Ultra 100 laser (Quantel-Lumibird, France), 

operating at 266 nm via fourth harmonic generation, with a 6 ns pulse duration and a repetition 

rate up to 20 Hz, with an adjustable pulse energy up to 20 mJ by mean of an optical attenuator 

unit. The laser beam can be focused onto the sample surface to a directly adjustable spot size 

between 40 to 220 µm in diameter. Aiming and documentation is helped by dual CMOS 

cameras, for high magnification and wide-field viewing. The sample can be moved via a 

motorized XY-stage with a 0.2 µm resolution and a Z-stage with a 0.1 µm resolution. The J200 

system allows a flexible control of laser ablation sampling pattern via grid generation, line 

scanning or random point generation. The sample chamber contains gas mass flow controllers 

for Ar and He gas, that can be used to purge the chamber or as a direct carrier flow for bringing 

the ablated material into the ICP-MS if needed. In this LIBS system, the spectra are recorded 

by a 6-channel CCD broadband spectrometer with a spectral window of 185-1050 nm and a 

resolution of 0.07 nm. An integrated pulse delay generator allows for gate delay adjustment in 

the 50 nsec to 1 msec range. The system is fully integrated and controlled by Applied Spectra’s 

Axiom LA 2.4 software and spectral data processing is done by the ClarityNeXt 1.0 data 

analysis software package provided by the manufacturer. Elemental maps recorded were 

evaluated by the ImageLab 3.20 (Epina GmbH, Austria) software. 

In LIBS experiments performed at 532 nm and 1064 nm laser wavelengths, a stand-

alone setup was employed, which included another Nd:YAG Ultra 100 Quantel laser source, 

but this unit is equipped with a frequency upconversion module. The laser light is focused on 

the sample by using a N-BK7 plano-convex quartz lens (f= 50 mm) and the plasma emission 

is collected at a 45° angle via a NA-matched quartz focusing lens. In experiments which 

required 532 nm or 1064 nm, or high-time resolution, an external spectrometer was used for 

the detection of LIBS emission. In such cases, we used a 400 µm core diameter optical fiber to 

connect the SMA905 fiber optic output ports of the LIBS setups to the 40 µm entrance slit of 

an Echelle spectrometer Aryelle 200 (LTB, Germany). This spectrometer is equipped with a 

gated ICCD detector-camera (iStar DH334T-18F-04, Andor Technology, Ireland), with a 

spectral range of 220-629 nm in the UV-NIR range and a spectral resolving power above 9000 

and a resolution of 0.007 nm.  

In experiments involving a fiber laser, a compact Trupulse Nano 5020 fiber laser 

(Trumpf, Germany) served as the laser source, with a maximum average output power of 

200 W. It operates at a wavelength of 1062 nm and features 48 built-in temporal pulse profiles 

(waveforms), enabled by GTWave and PulseTune technology. These waveforms allow for 
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adjustable pulse energies ranging from 0.35 to 4.96 mJ and pulse durations between 8 ns to 

2000 ns. The system can reach pulse repetition rates of up to 4 MHz. Pulse temporal profiles 

were measured using a fast photodiode (DET10A, Thorlabs, USA) in combination with a 

digital oscilloscope (DS1102E, Rigol, China), detecting laser light reflected from a diffuser. 

Pulse energies were measured using a laser power meter (Gentec-EO, Canada). The laser 

output is collimated to a 10 mm diameter beam using the collimator head provided by the 

manufacturer. The beam exhibited multimode quality, with M2 value around 4. The laser head 

was mounted vertically, and the beam was directed perpendicularly onto the sample surface 

using a 100 mm focal length plano-convex fused-silica lens (LA4380, Thorlabs, USA). In all 

standalone LIBS setups, a digital delay generator (TG5011, AIM-TTI, UK) was used to 

synchronize the spectrometer with the laser output.  

Spray coating experiments were performed using a gravity-fed spray gun (200 µm 

nozzle, DU-30 K, Aircraft, South Africa) and 3 bar argon nebulization. Working distance was 

fixed at 25 cm.  

Spark discharge-based NP deposition was performed using a custom-built system with 

a DN-160 stainless-steel vacuum chamber (KF-40 ports). Two horizontally aligned cylindrical 

electrodes were set 2.0 mm apart. Generated particles exited the chamber through a top port. 

Argon carrier gas was fed through a 2.85 mm inner diameter injector positioned midway 

between the electrodes and 4.25 mm from their common axis. The flow rate was 5.0 L·min−1, 

controlled by a mass flow controller (GFC16, Aalborg Inc., USA). Particle generation was 

performed at atmospheric pressure monitored by a pressure gauge (VD81, Pfeiffer Vacuum 

GmbH/Thyracont Vacuum Instruments GmbH). Spark discharges were produced with an 8 nF 

capacitor (450PM980, General Atomics, USA) charged by a high-voltage power supply (HCK 

800–12500, FuG GmbH, Germany), generating a bipolar oscillatory discharge at 100 Hz. The 

aerosol passed through a tube furnace at 900°C (Carbolite Gero GmbH, Germany) for nano-

aggregate compaction, and was then directed perpendicularly onto the target substrate using a 

low-pressure inertial impactor. Deposition time was controlled by a valve upstream of the 

impactor. 

Magnetron sputtering deposition was done using a Quorum Q150RS Plus rotary-

pumped coater (Quorum Technologies, UK), from high purity, 57 mm diameter, 0.1 mm thick 

gold target. The target-substrate distance was always set at 60 mm, and the substrate holder 

was rotated at 25 rpm to ensure an even deposition. In order to obtain several gold surface 

concentrations different sputtering currents, argon pressures, and sputtering times were varied. 

In some experiments in order to convert the deposited gold layer into NPs, thermal annealing 

was used by means of a muffle furnace (Thermolyne 62700, USA). 

Determination of the surface concentration of gold deposited by spray coating, spark 

discharge generation, and sputtering was performed by ICP-MS (7700x, Agilent Technologies, 

USA). Dissolution was done using trace quality aqua regia solution freshly prepared. An 

integrated autosampler (I-AS) and a MicroMist pneumatic nebulizer equipped with a Peltier-

cooled Scott spray chamber were used for sample introduction and argon as carrier. Gold 

concentration was monitored using standard stock solutions (Inorganic Ventures, USA) in the 

range of 0 to 100 ppb.  
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NPs size distribution on the substrate surfaces were characterized by scanning electron 

microscopy (SEM, S-4700, Hitachi, Japan) at 10 kV accelerating voltage and 10 μA beam 

current. For experiments involving depth profile measurements of ablated craters or thin film 

thickness measurements, a Dektak 8 (Veeco/Bruker, USA) contact profilometer was employed. 

The used stylus applied a constant force of 30 µN into the tip (radius: 2.5 µm, angle: 30°) 

against the samples. 

4.2. Materials 

Silicon wafers, diced to 1010 mm, obtained from Micro to Nano (The Netherlands) were used 

as substrates in most experiments. 30 nm spherical gold NPs (0.05 mg·mL−1; Pelco NanoXact, 

Ted Pella, Inc., USA) were employed in spray-coating depositions. Cylindrical spark discharge 

electrodes used were made of gold (99.9% purity), whereas in sputtering, a high-purity gold 

sputtering target (99.99% purity), both of them supplied by Goodfellow (Cambridge Ltd., UK), 

were used. All experiments involving argon were done using 99.996% purity argon gas 

obtained from Messer Hungarogáz Kft., Hungary. Digestions prior to ICP-MS measurements 

were done using concentrated, trace analytical purity nitric acid and hydrochloric acid stock 

solutions (VWR Chemicals, USA). 

4.3. Methods 

In addition to the integrated instrumentation software modules, the list of additional software 

used includes the open-source ImageJ for the evaluation of SEM images, Origin 9.0 

(OriginLabs, USA) for the visualization of experimental data, the open-source RStudio 

Desktop software package (v1.3) for chemometric data evaluation. Additional, in-house 

developed custom codes were also used which are based on the Chemometrics, MASS, RPart, 

Caret, PLS and Random forest packages of RStudio.  

 

 

 

 

 

 

  



33 
 

5. ADVANCED LIBS CHEMICAL MAPPING 

LIBS has evolved from a technique for localized elemental analysis into a versatile tool capable 

of producing spatially resolved, detailed chemical maps of solid materials [101-104]. In this 

area, our research focused on improving the sensitivity, spatial resolution, and analytical 

reliability. Our innovations significantly expand the applicability of the method, enabling 

detailed chemical imaging across diverse materials (e.g. of environmental, industrial or 

biological origin) and support the development of more robust, high-resolution analytical 

methodologies. 

 

5.1. Mapping of nanoparticle distributions in polymer thin film nanocomposites 

5.1.1. Background 

Polymer nanocomposite thin films (PNCTFs) play an increasingly important role in advanced 

technological applications due to their tuneable mechanical, optical, electrical, and thermal 

properties [105-107]. Embedding micro- or nanoscale fillers into a polymer matrix offers 

powerful means to tailor film characteristics, as the properties of the composite are strongly 

influenced by the concentration, geometry, interfacial behavior, and especially the spatial 

distribution of the added particles. With the growing interest in functional thin films as 

coatings, protective barriers, sensor layers, optical components, and energy-related materials 

[108-111]. However, the ability to control and accurately characterize NP distribution within 

polymer films has become increasingly important. 

One emerging area that places particularly strict demands on PNCTF structure is laser-

driven nuclear fusion research. Several recent projects have explored the use of polymer films 

as hydrogen-rich fuel targets for high-intensity femtosecond laser-driven fusion nuclear energy 

production experiments, with the use of acrylate adhesives or polyethylene polymers 

[112,113]. In these approaches, polymer thin layers serve as laser targets, and their 

composition, optical behavior, and ablation characteristics must be precisely engineered. A 

novel direction in this field involves doping the films with gold NPs to exploit plasmonic field 

enhancement, aiming to increase the local electric field strength under femtosecond irradiation 

and improve the efficiency of ion acceleration. The project Nano-Plasmonic Laser Inertial 

Fusion Experiment (NAPLIFE), in which our research group also takes part, is one such 

initiative, investigating a range of polymer matrices doped with gold nanorods as targets [114-

115]. Apart from their engineered optical, mechanical, and laser ablation properties [116-117], 

PNCTFs must also possess a well-defined spatial distribution of NPs. The location, lateral 

uniformity, and arrangement of the NP fillers are often just as critical as the matrix composition 

itself. Consequently, there is a need for measurement techniques capable of accurately 

assessing NP distribution in polymer thin films, ideally over relatively large areas and with 

micrometer-scale spatial resolution.  

This has motivated the search for analytical techniques capable of mapping NP 

distributions across areas of several square centimeters with micrometer-scale resolution, while 

providing quantitative information on NP mass or number concentration. Several established 

methods including scanning electron microscopy (SEM), transmission electron microscopy 
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(TEM), micro X-ray fluorescence (µ-XRF), and transmission optical microscopy (TOM), can 

provide valuable insights into NP location or film morphology [118-119]. However, these 

methods face practical limitations for PNCTFs, such as restricted field of view, limited 

information depth, incompatibility with polymer substrates, demanding sample preparation, or 

long acquisition times. Moreover, most are not well suited for mapping relatively large, non-

transparent films mounted on solid substrates. LIBS elemental mapping offers a promising 

alternative for this task, providing micrometer-scale spatial resolution and the ability to 

interrogate micrometer-thick film layers. While LIBS has been increasingly applied to NP 

distribution studies in biological and environmental matrices [101-103], its use for polymer 

thin films, especially for quantitative NP distribution analysis has remained unexplored. Our 

study addressed this gap by developing a practical LIBS elemental mapping method focusing 

specifically on polymer nanocomposite thin films.   

 

5.1.2. Experimental 

Silicon chips (10×10 mm, Micro to Nano BV, Netherlands) served as the substrates throughout 

the study. PNCTF test samples were produced by depositing gold NPs on the substrate in a 

pattern- and concentration-controlled manner and coating them with a polystyrene (PS) thin 

layer. Gold NP deposition was achieved by magnetron sputtering followed by thermal 

annealing performed in a muffle furnace, at 550 °C for 20 min. The gold surface concentration 

was systematically varied by the sputtering current, argon pressure, and deposition time, 

achieving a more than two orders of magnitude concentration range. Gold surface 

concentrations were quantified by ICP-MS analysis, employing aqua regia dissolution.  

Table 1 summarizes the sputtering parameters and corresponding NP surface concentrations. 

For experiments requiring patterned concentration gradients (Section 5.1.4), samples were 

produced using an 80 µm thick stainless-steel mask containing laser-cut rectangular apertures. 

The mask was kept on the Si wafer during sputtering so that only the open regions were exposed 

to gold. By employing several sputtering cycles, when some apertures were covered with steel 

plates, zones with different gold concentrations were produced.  

 

 

Table 1. Magnetron sputtering conditions and the corresponding gold nanoparticle surface concentrations 

(measured by ICP-MS) for the samples deposited on silicon wafers. Table reproduced from own publication [P3]. 
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Polystyrene (PS) used for film fabrication was supplied by the Jülich Centre for Neutron 

Science (JCNS, Germany), synthesized by anionic polymerization with sec-butyllithium and 

having an average molecular mass of 110–140 kDa. A 5 wt% PS solution was prepared in 

analytical-grade toluene (VWR Chemicals, USA) and brought on the patterned and gold NP-

decorated substrates by spin-coating (Model WS-650-23B, Laurell, USA). Different film 

thicknesses were produced by adjusting the spin-coating parameters. A rotation speed of 

12,000 rpm for 30 s (acceleration 12,000 rpm s-1) produced films ~147 nm thick, while 4,000 

rpm for 30 s produced films ~218 nm thick. Film thicknesses were measured by contact 

profilometry using the scratch-depth method. Triplicate measurements on three independently 

prepared films gave RSDs of 5.5 % and 4.2 % for the ~147 nm and ~218 nm films, respectively. 

For simplicity, these will be referred to as 150 nm and 220 nm films in the text. 

LIBS measurement were conducted using a J200 LA/LIBS system, as in most other 

LIBS experiments during the doctoral work. Spectrum collection was achieved by using a gate 

delay of 0.5 μs. Elemental maps were acquired using a stepwise raster with 100 μm, non-

overlapping laser spots and a pulse energy of 13 mJ (fluence: 165.5 J·cm-2). Measurements 

were carried out under a constant argon stream of 1 L·min-1. Gold was quantified via the 

Au I 523.02 nm emission line. Other details of the related instruments are described in section 

4 of this dissertation. 

 

5.1.3. Optimization of measurement conditions 

Before the actual determination of NP distribution in PS-gold PNCTF samples could be 

attempted, a detailed optimization of the experimental conditions and the assessment of the 

analytical performance had to be done. 

 A calibration curve was established using the Au I 523.02 nm emission line and the set 

of standard samples (Table 1.) prepared according to the procedure described in section 5.1.2. 

In this experiment, the PS coating was not employed. This gold spectral line, although it is not 

the most intense gold transition, was selected to avoid overlap with strong C and Si emissions 

and to prevent signal saturation, which frequently occurs with the more intense Au I 242.79 

nm line. For constructing the calibration plot (Fig. 9), single-shot measurements in a 5×6 grid 

pattern were performed and the gold signal was averaged. By monitoring the analytical signal 

produced by follow-up shots delivered to the same spots it was established that the fluence 

used was sufficiently high to completely ablate in a single laser shot. 
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Figure 9. LIBS calibration curve for the mass concentration of gold NPs. Errors bars represent  

the repeatability calculated from 30 measurements each. Figure reproduced from own publication [P3]. 

 

The resulting calibration plot exhibited a monotonous, gradual increase in signal across 

roughly two orders of magnitude (up to 600–700 ng·mm-2). At the upper end of the 

concentration range the curve flattens, most likely due to self-absorption caused by the high 

local gold concentration within the laser-generated plasma. Profilometry data indicated that in 

the most concentrated calibration samples, the ablated matter contained approximately 

1.25 wt% Au. In atmospheric-pressure LIBS, concentrations in the 1-2 wt% range commonly 

result in partial signal saturation. Although mathematical corrections can sometimes restore 

linearity [120], such corrections were not applied here.  

The limit of detection (LOD) was calculated to be 3.40 ng·mm-2. This value is 

comparable to typical XRF detection limits for heavy elements such as Au, Hg, or Cr, which 

often fall between 1 and 10 ng·mm-2 [121,122]. LIBS offers the added advantage of detecting 

low-Z elements (Li, Be, B, etc.) with similar sensitivity, making the technique suitable for 

almost any NPs, not only gold. Our LOD and dynamic range are in line with recent LIBS-based 

quantitative gold studies, such as in [123,124], where their reported values are converted to 

surface concentration units.  

The optimization of spatial resolution in mapping applications is very important. The 

spatial resolution is mainly determined by laser spot size (or rather, the ablation crater 

diameter). The spot size however cannot be infinitely shrunk, because eventually it is limited 

by the LOD. Although decreasing the spot size increases the fluence, which – in most cases – 

also increases the analytical signal in LIBS [125], but there is also less material in the focal 

spot area, which then lowers the signal. There also are additional considerations to make when 

NP distributions are to be determined. For example, at the microscopic scale, NPs are the 

equivalent of analyte “aggregates”, therefore the smaller the analytical spot size, the smaller is 

the chance of actually having sufficient amount of NPs for detection in the spot. This means 

that lower NP concentrations may be inaccurately determinable using smaller spot sizes. In our 

system I compared calibrations obtained with 40 μm and 100 μm spot sizes and it was found 
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that the smaller spot produced roughly only half the sensitivity. Higher spatial resolution is 

therefore possible, but it is suitable primarily for higher concentration samples. 

Another consideration involving laser fluence relates to shockwave effects during 

nanosecond LIBS ablation and is especially relevant with regards to thin films. In agreement 

with observations by Rehman et al. [126] and Wang et al. [127], increasing the fluence by 

reducing the spot size (e.g. from 100 µm to 40 µm at constant pulse energy) causes the ablation-

affected zone around the crater to expand significantly, often to nearly twice the diameter. Such 

expansion eliminates any real gain in spatial resolution. Within this affected region, not only 

NP rearrangement or melting may occur, but also, UV-induced or thermal degradation, and 

even pressure-related delamination of the polymer film [128-130]. Considering these factors 

and the decreased mapping speed, the 100 µm spatial resolution represents a practical and well-

balanced value. 

I also studied the laser ablation behavior of the PS thin films. To this end, I applied a 

series of non-overlapping laser shots arranged in a 5×5 grid, mimicking the general conditions 

used during mapping, on gold NP-decorated silicon substrates covered with 150 nm and 220 

nm PS films. The evolution of the Si I 288.15 nm and C I 247.85 nm emission lines during 

mapping sequence was monitored (Fig. 10). 

 

Figure 10. Evolution of net silicon and carbon emission intensities from gold NPs deposited on silicon 

substrates coated with PS films during LIBS mapping. The row numbers in the bar chart indicate the sequence 

in which the spots were ablated; within each row, ablation proceeded from left to right. Bars show the mean 

signal for each row, with error bars corresponding to the standard deviation. Results are presented for 220 nm 

and 150 nm PS films, depicted by green and grey bars, respectively. Figure reproduced from own publication 

[P3]. 

 

The data reveal that ablation in one row has a measurable effect on the immediately 

following row, but this influence does not propagate beyond the nearest neighbour. This is 

reflected in the fact that rows No. 2 to 5 gave rise to about the same signal levels for both Si 

and C. The Si intensity in the second row is about 20–25% higher than in the first row and then 

remains constant, which is consistent with partial polymer degradation or thinning around the 

craters formed in the first row, making it slightly easier to ablate the underlying Si substrate. 

In contrast, the C signal is highest in the first row by roughly 20–25%, then decreases in the 

second row and stabilizes at that lower level, likely due to the local removal of some of the PS 

film by the initial shots. This behavior is observed for both 150 nm and 220 nm films, with the 
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magnitude of the effect varying with thickness. As expected, the thicker film generally 

produces lower Si and higher C emission for all rows. 

The topography of the ablated features was characterized by contact profilometry, from 

which crater depths and diameters were obtained (Fig. 11). The cross-sectional profiles show 

that the crater rim is unusually elevated relative to the original surface level, the height of the 

sharp, ring-shaped rim (formed by re-solidified ablated material) actually exceeds the crater 

depth, which itself is roughly an order of magnitude larger than the PS film thickness. Together 

with the significant Si signals in Fig. 10, these profiles also confirm that the crater depths are 

larger than the film thickness, hence the ablation is quantitative in the focal spot. A slight 

inward curvature of the film surrounding the crater is also visible, implying that some polymer 

is removed in the vicinity of the impact site. The lateral extent of this affected zone is 

comparable to the crater diameter, which supports the conclusion drawn from Fig. 10 that the 

PS film does not undergo large-scale delamination under these conditions, and that LIBS 

mapping of NP-loaded thin PS films remains feasible. 

 

Figure 11. Cross-sectional depth profiles of an ablated crater on a 220 nm PS film without NPs (left) and with 

NPs (right), produced by a single laser shot employing a 100 μm spot size, obtained by contact profilometry. 

Figure reproduced from own publication [P3].  

 

I further compared the ablation behavior of PS films with and without NPs and found 

that the presence of NPs increases the crater depth (e.g. 2.55 µm as opposed to 1.6 µm for the 

150 nm film). This is most likely a consequence of the hotter plasma generated in the presence 

of metallic NPs, as is typical in NE-LIBS [72]. Overall, this indicates that the LIBS elemental 

maps are not significantly distorted by polymer degradation; only the first mapped row behaves 

somewhat differently, and this row typically lies outside the main region of interest in practical 

mapping experiments. 

Even though no extensive delamination or severe damage of the polymer film is 

observed, the polymer layer can still be expected to supress the analytical Au signal at each 

spot, since a portion of the laser pulse energy is spent on ablating the PS itself. For this reason, 

I also investigated the gold emission as function of the PS film thickness. The results, presented 

in Fig. 12, clearly show that an increase in film thickness leads to a decrease in Au signal. The 

relationship is linear over the range studied; at 150 nm thickness, the signal is reduced by about 

30%, while at 220 nm the loss is approximately 50%. Linear extrapolation suggests that, under 

the applied conditions, gold NP detection becomes unfeasible once the PS film thickness 

reaches around 425 nm. The linear dependence in the suppression plot also makes it possible 
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to calculate a correction factor for a given film thickness, which can be used to estimate the 

unsuppressed gold signal. 

 

Figure 12. LIBS signal suppression of the gold intensity by PS layers of different thicknesses. Errors bars 

represent the repeatability calculated from 30 measurements each. Figure reproduced from own publication 

[P3]. 

 

5.1.4. Assessment of the performance 

To demonstrate the analytical capability of LIBS elemental mapping for characterizing NP 

distributions in thin PS films, I applied the technique in two distinct measurement scenarios. 

In one case, the focus was on evaluating its suitability for determining the spatial distribution 

of particle number concentration; in the other, it was on the mapping of mass concentration 

distribution (gradient). 

From physical chemistry it is well established that when a droplet of liquid dries on a 

non-porous solid surface, the dissolved or suspended material is deposited in a radially non-

uniform manner, a phenomenon commonly referred to as “coffee-ring effect” [131]. This effect 

is governed by the non-uniform evaporation rate across the liquid-gas interface and by 

Marangoni flows driven by temperature gradients [132]. To visualize this ring-like NP 

deposition, a 5 µL droplet of an aqueous suspension containing 30 nm spherical gold NPs was 

deposited onto a silicon wafer, dried, and subsequently coated with a 150 nm thick PS layer. 

The spatial distribution of gold was then analyzed using the LIBS conditions described in the 

experimental section. The resulting elemental map is presented in Fig. 13. A qualitative 

inspection of the image clearly shows a ring-shaped deposition pattern, with some diffuse NP 

deposits also present inside the ring, particularly near the edge. 
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Figure 13. LIBS-based lateral number concentration distribution map of 30 nm spherical Au NPs deposited 

from a nanosuspension droplet and covered with a 150 nm PS film, recorded at 100 µm spatial resolution over 

an 8 × 8 mm area. The color scale is proportional to the number of particles per pixel (analytical spot); the total 

number of particles in the mapped region was 1.37 × 109. Figure reproduced from own publication [P3]. 

 

In this specific map, the NP size, and therefore their volume and density are known, 

allowing the LIBS signal intensities in the elemental map to be converted into a particle number 

concentration distribution. From these data, the total number of particles detected was 

estimated to be 1.37 × 109, which is in good agreement with the theoretical value of 1.05·109 

derived from the certified particle number concentration of the original nanosuspension. The 

resulting relative deviation of about 30% is comparable to the uncertainty typically associated 

with routine NP number concentration measurement methods. It should be noted that the 

accuracy of the calculated number concentration is also affected by factors such as particle 

polydispersity and the precision of the density values used. 

I further evaluated the performance of the method using samples that contained a well-defined 

patterned, lateral gradient in gold NP concentration (low, medium, and high concentration 

levels; see experimental section for preparation details and Fig. 14). The 10×10 mm Si 

substrates were coated with either a 150 nm or a 220 nm PS film, and LIBS elemental maps 

for gold were recorded. As illustrated in Fig. 14 for the 150 nm film, the spatial distribution of 

the gold signal closely reproduces the designed pattern, indicating that the 100 µm spatial 

resolution is sufficient for sub-mm sized pattern reconstruction. The image also clearly reflects 

the different concentration levels. Since the true mass concentrations in each rectangular zone 

were known, I was also able to assess the accuracy of the quantitative determination. To this 

end, 30 signal intensities from random points from each of the three concentration regions were 

averaged, and converted to mass concentrations. As shown in Table 2, the measured 

concentrations agree well with the true values for both film thicknesses; the deviations are 

below 10% for all but the lowest concentration level, where the error is approximately 17%. It 

should be noted that all these concentrations lie near the lower end of the calibration range, and 

the lowest level is close to the LOD. Therefore, the observed accuracy is considered 

satisfactory and adequate for a wide range of practical applications. 
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Figure 14. The drawing on the left depicts the designed mass concentration pattern of gold NPs in a 150 nm PS 

thin film. On the right, the corresponding LIBS elemental map calibrated in terms of mass concentration is 

shown. The map was acquired with a spatial resolution of 100 µm over an area of 8 × 8 mm. Figure reproduced 

from own publication [P3]. 

 

 

Table 2. Comparison of gold NP mass concentration values (ng·mm-2) obtained by LIBS elemental mapping to 

the true values for thin film samples patterned as shown in Fig. 14. Figure reproduced from own publication [P3]. 

 

5.2. Sensitization of elemental mapping by employing nanoparticle signal enhancement 

5.2.1. Background 

Improving the limits of detection remains one of the central challenges in laser-induced 

breakdown spectroscopy (LIBS), much like in other laser-based spectroscopic techniques 

where spatial resolution and sensitivity are intrinsically linked. Over the years, numerous 

enhancement strategies have been explored, including the use of double or multiple laser 

pulses, plasma-confinement arrangements, or post-ablation reheating approaches [15]; each 

offering different degrees of practicality and performance improvement. Among these 

methods, NE-LIBS has emerged as an especially appealing option because it can provide a 

signal enhancement as large as two orders of magnitude while requiring only the deposition of 

plasmonic metal NPs on the sample surface (in case of solid samples) or on the substrate surface 

(in case of liquid samples). 

Extensive studies, particularly those carried out by de Giacomo and co-workers [68,72], 

have clarified many of the mechanisms responsible for the enhancement effect in NE-LIBS (as 

outlined in section 2.5.5). These effects are strongest when the substrate is conductive; these 

materials often exhibit enhancement factors in the range of 10–100, whereas insulating or 

semiconducting samples typically show only modest improvement. The surface concentration 
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of deposited NPs and the laser fluence also strongly influence the magnitude of enhancement, 

and optimal conditions were established [76]. 

LIBS has become a widely used tool for elemental mapping across diverse fields [133]. 

Its attractiveness stems from its ability to record full hyperspectral information with trace-level 

sensitivity, while providing best spatial resolutions around 10-50 μm. Given these capabilities, 

integrating nanoparticle enhancement into LIBS mapping appears promising. Indeed, a handful 

of recent studies have applied NE-LIBS to imaging tasks involving metal samples and plant 

tissues [81,134]. However, experience accumulated so far has also highlighted several 

significant challenges. First, droplet deposition; the common method for preparing NE-LIBS 

samples produces highly inhomogeneous NP distributions characterized by aggregation 

patterns and coffee-ring structures. While acceptable for localized NE-LIBS analysis, such 

unevenness is incompatible with mapping, where the enhancement factor must be uniform 

across all analytical pixels to preserve true chemical information. Furthermore, droplet 

deposition cannot cover as large areas as required in mapping applications.  

A second issue concerns the laser spot size. NE-LIBS typically benefits from relatively 

large spots (up to ~2 mm) because larger areas support stronger plasmonic coupling from many 

NPs simultaneously [77]. However, in elemental mapping, large spot size translates to poor 

spatial resolution, thereby even eliminating certain applications (e.g. granular rock analysis, 

bioanalysis with cell-resolution, etc.). Thus, a compromise must be found. Additionally, the 

dependence of enhancement on the electrical and optical properties of the sample introduces 

further complications; such as the analyte intensity becomes influenced not only by its local 

concentration but also by matrix-dependent variations in laser-material interaction. This can 

distort intensity-scaled maps and complicate any attempt to produce quantitative concentration 

images unless matrix-matched calibration is performed [103]. Finally, optimizing enhancement 

parameters such as NP size, laser wavelength, and temporal detection settings; is more 

demanding in NE-LIBS mapping because samples are often unique and cannot be re-measured. 

Spatially varying enhancement across heterogeneous materials can also make optimization 

relative rather than absolute. 

Recognizing that these challenges have not been adequately addressed in the NE-LIBS 

literature, I systematically examined three NP deposition methods, spray coating, spark 

discharge generation (SGD), and magnetron sputtering, and evaluated their suitability for NE-

LIBS mapping relative to the conventional droplet approach. I further investigated the 

influence of laser spot size, wavelength dependence, and detector timing on the enhancement 

effect, and demonstrated NE-LIBS mapping performance in two applications: i) a rock sample 

and ii) paints discrimination.  

 

5.2.2. Experimental 

The substrates used for NP deposition were 10×10 mm silicon wafer pieces (Ted Pella, Inc., 

USA) and soda-lime glass microscope slides (Epredia, Germany). In all deposition 

experiments, gold nanoparticles were produced. Spray coating was performed using 

commercial spherical gold NPs and the surface concentration was controlled by the spraying 
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time, varied in the range of 10 to 100 s. SDG-based NP deposition was carried out in our 

laboratory-built system using pure gold electrodes. The deposition times used were varied and 

controlled by an on/off valve before the impactor. Further details of our spark discharge setup 

can be found in e.g. [135,136]. Magnetron sputtering deposition was performed using a rotary-

pumped coater, on glass microscope slides as substrates. the applied current was 20 mA and 

the argon pressure was 0.1 mbar. Sputtering time was varied in a range from 60 to 360 s. The 

sputtering-deposited gold thin film was subjected to thermal treatment in a muffle furnace [137] 

which resulted in the formation of “quasi-spherical” NPs. 

The size distribution of the deposited gold NPs and their laser ablation behavior were 

examined using scanning electron microscopy (SEM). The total gold surface concentration 

(μg·cm-2) was measured by ICP-MS after dissolving the samples in freshly prepared aqua regia. 

Calibration was performed using 0-100 ppb Au standards and analytical signals measured at 

the 197Au isotope. 

All LIBS measurements were performed using our J-200 LA/LIBS system, already 

described. Plasma light was collected employing a 0.5 μs gate delay and 1 ms gate width. 

Experiments were carried out under constant argon flow with a rate of 1 L·min-1. NE-LIBS 

scanning/mapping measurements were acquired using stepwise, non-overlapping 200 μm laser 

spots sizes., although a 60 μm spot was tested in one experiment. Pulse energies between 10 

and 18 mJ were applied, corresponding to fluences of 31-56 J·cm-2. LIBS measurements 

requiring high temporal resolution were carried out using an echelle spectrometer (Aryelle 200, 

LTB). Plasma emission within the J-200 LIBS system was collected using a fiber-optic light 

collection module custom-built for our laboratory by ASI Inc. The setup employs a 400 μm 

core fiber to guide the light to the 40 μm entrance slit of the echelle spectrometer. The detector 

gate width was set at 1000 ns while the gate delay was varied from 0 to 5 μs. 

The standard gold NPs suspension, spray coating, sputtering, SDG system, muffle 

furnace, ICP-MS, LIBS system, and the echelle spectrometer specifications and data evaluation 

methods, were already described in section 4 of this dissertation.  

In geology-related experiments, a monzogranite type granitoid rock originating from 

the Mórágy Hills in the Eastern Mecsek Mountains (Hungary) was used. The rock was 

sectioned with a diamond saw (DiscoPlan, Struers, Denmark) to obtain a 20×20 mm surface, 

which was then polished using a LaboPOL-35 system (Struers, Denmark) with 500- and 1200-

grit MD-Piano diamond disks. Final smoothing was achieved with an aqueous SiC abrasive 

suspension (Buehler, USA), after which the sample was thoroughly rinsed with high-purity 

deionized water and analytical-grade ethanol and set to dried.  

For the paint discrimination studies, five commercial, black, heat-resistant automotive 

paints (rated for 600-800 °C) were selected. Each paint was applied to 20×30 mm stainless-

steel plates from a distance of approximately 30 cm. Three layers were sprayed, allowing 15 

minutes of drying time between coats. After each coating, the samples were baked at 160 °C 

for one hour in an oven (Memmert, Germany). To ensure that the steel substrate would not be 

exposed during LIBS analysis, depth-resolved test measurements were performed using the 
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same laser settings later applied in the mapping experiments, monitoring the spectra to confirm 

sufficient paint thickness. 

 

5.2.3. Morphology of the deposited NP layer 

SEM imaging was used to evaluate the nanoparticle layers produced by the three deposition 

techniques, both in terms of deposition uniformity and the morphology and size distribution of 

the resulting Au NPs. 

Spray coating resulted in the formation of large, ring-shaped features, within which NP 

clusters of irregular shape and variable size were evident. As shown in Fig. 15, the deposited 

structures were highly non-uniform at the microscopic scale. Similar patterns have been 

described previously [138] and are known to arise when the substrate is only partly wetted by 

the suspension. During drying, suspended particles migrate toward the droplet perimeter and 

accumulate there, producing a solid outer ring with dispersed “islands” inside. This migration 

is driven by an outward flow generated as the solvent evaporates. Although spray coating 

delivers many microdroplets to the substrate, the resulting nanoparticle distribution is too 

uneven to be suitable for NE-LIBS mapping applications. 

 

 
 

Figure 15. SEM images of Au NP deposits generated by spray coating. Figures A and B depict separate 

substrate areas captured at different magnifications. Figure reproduced from own publication [P1]. 

 

SDG produced a more homogeneous distribution than spray coating, with less 

aggregation. The deposited gold particles were generally spherical, well separated, and showed 

consistent spacing. Two SDG aerosol delivery modes were tested: with an orifice to focus the 

nanoaerosol and one without any focusing. As expected, using the orifice created a more 

concentrated deposition in the center which gradually thinned out toward the edges (Fig. 16a), 

whereas omitting the orifice produced even distribution across the entire substrate (Fig. 16b), 

although at a much lower overall surface loading. Longer deposition produced more 

aggregates, but these were numerous small clusters rather than a few large ones. The mean 

particle size remained roughly constant at 22 nm across different deposition durations.  
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Figure 16. SEM images of gold NPs deposited by SDG on a silicon wafer (1000 s deposition). The panels 

illustrate the difference in NP distribution when using an aerosol-focusing orifice (A) and when depositing 

without the orifice (B). Images were taken at the same magnification. Figure reproduced from own publication 

[P1]. 

 

In magnetron sputtering, energetic plasma ions collide with the gold target and eject 

atoms that condense on the substrate to form a thin film. SEM images (Fig. 17) show this film 

as a granular layer with closely packed nanoislands rather than discrete particles. A 20-min 

heat treatment at 550 °C converts this layer into quasi-spherical NPs through film breakup, 

stress relaxation, and surface diffusion [137,139]. The resulting particle sizes depend on 

sputtering time and range from roughly 10 to 50 nm. Among the examined deposition methods, 

sputtering followed by thermal treatment produced the most suitable NP morphology for NE-

LIBS mapping. For simplicity, I will refer to this combined process as sputtering. 

 

 

Figure 17. A) Gold-coated glass sample after 240 s of sputtering, prior to thermal treatment.  

B) The same sample following 20 min of annealing at 550 °C. Figure reproduced from own publication [P1]. 

 

 

5.2.4. Nanoparticle surface concentration and inter-particle distances 

Previous experimental and theoretical studies indicate that achieving NE-LIBS signal 

enhancement requires metal surface mass concentration of roughly 1-3 µg·cm-2 and inter-

particle distances (IPDs) similar to NP diameter to ensure efficient plasmon coupling [75,76]. 
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With this in mind, I evaluated how well each deposition method allows control over these key 

parameters. 

To determine surface mass concentration, all sides and the backside of the silicon 

wafers were masked so that only a 10×10 mm area remained exposed during deposition. After 

coating, the masks were removed, the deposited gold was dissolved in aqua regia, and the 

solutions were analyzed by ICP-MS. The results are presented in Fig. 18. As shown, all three 

deposition methods allow the surface concentration to be tuned simply by adjusting deposition 

time, with nearly linear relationships between concentration and time. Among them, sputtering 

provides the most precise control. Importantly, each technique is capable of achieving the 

desired mass-concentration range of a few µg·cm-2 needed for effective NE-LIBS 

enhancement. 

 

Figure 18. Surface mass concentration of deposited gold NPs as a function of coating time for the different 

deposition techniques determined by ICP-MS. Figure reproduced from own publication [P1]. 

 

Among the three deposition techniques, spray coating would in principle offer the most 

precise control over NP size, since the process does not alter the diameter of the deposited 

particles. However, the strong aggregation and pattern formation produced by this method 

makes the reliable estimation of IPDs impossible. Despite the absence of thermal stress on the 

sample, the pronounced inhomogeneity of the deposits renders spray coating unsuitable for 

NE-LIBS mapping. 

In the SDG deposition, with the focusing orifice in place, the average IPD decreased 

from 62.2 nm to 30.0 nm as the deposition time increased from 250 to 2000 s, while the particle 

diameter remained constant at 22 nm. This means that optimal NP to IPD ratios can 

theoretically be achieved, but only in a restricted central region where the aerosol beam is most 

concentrated. Homogeneous deposition was attainable only when the orifice was removed, 

although this required impractically long deposition times (often exceeding 60 min). 

Furthermore, coating larger substrates (several cm2) is challenging with SDG. An advantage is 

the absence of thermal load on the sample. 

In the case of sputtering, both NP size and IPD was found to depend strongly on the 

coating time. Beyond 360 s, the particle morphology became irregular, but in the 10–240 s 

range the NP diameter increased from 8.87 to 51.49 nm while maintaining a spherical shape. 

At the 240 s deposition time selected for subsequent experiments, the average NP diameter was 
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51.5 nm and the mean IPD was 86.7 nm. These values are within the range required for 

effective NE-LIBS enhancement [72,76]. Sputtering also enables the coating of large 

substrates. Its main drawback is the need for a 550 °C post-annealing step, which restricts its 

use to thermally stable samples. 

Overall, sputtering provided the most favorable and controllable NP size distribution 

for NE-LIBS mapping and was therefore adopted for all subsequent experiments. 

 

5.2.5. Laser ablation behavior of the nanoparticle layer 

In addition to other requirements, NE-LIBS theory emphasizes the need for using large laser 

spot sizes while maintaining fluences in the typical LIBS regime (tens of J·cm-2). Large spots 

allow thousands of NPs to be excited simultaneously, promoting efficient plasmon coupling 

through the strong local electromagnetic field. In practical NE-LIBS applications, this often 

requires millimeter-scale spot sized and laser systems capable of delivering pulse energies 

above 100 mJ [72,77]. This disadvantage is somewhat offset in localized NE-LIBS analysis 

though as it simplifies the NP deposition procedure. This is because pre-shots from the same 

laser can first create a sufficiently large ablation crater that serves as a target for depositing a 

small droplet of NP suspension (e.g., 1 µL). Therefore, the crater confines the droplet during 

drying, prevents spreading, and effectively concentrates the NPs in the desired region [68,72]. 

High spatial resolution is essential in elemental mapping, which conflicts with the large 

laser spot sizes typically recommended for NE-LIBS. Using very small NPs to compensate for 

this is not viable, as they offer fewer electrons for plasmon formation. Also, maintaining 

nanometer scale IPDs is impractical, and the size distribution of ultra-small NPs are broader 

since they tend to be less spherical, and they may be re removed more rapidly during ablation. 

These factors greatly reduce the achievable signal enhancement. High resolution mapping also 

requires highly uniform NP layers. Thus, a compromise between resolution, enhancement, and 

practicality is necessary. In my view, spot sizes of 100-200 µm paired with NPs of a few tens 

of nanometers provide a workable balance, especially if the nanocomposite films are used as 

laser targets. 

Even with suitable spot sizes and homogeneous NP deposition, the laser-NP interaction 

must be evaluated to ensure that NE-LIBS can produce reliable maps. Line-scan (continuous) 

mapping is not feasible because overlapping craters would remove the NPs before the next 

pulse. Only stepwise, non-overlapping shots can be used, and it must be confirmed that the 

ablation shockwave does not laterally displace the NPs, which would affect the minimum 

mapping step size. To assess this, gold sputtered NP-coated silicon substrates were exposed to 

adjacent single laser shots at different fluences, and SEM imaging was performed. As shown 

in Fig. 19b, the crater interior and rim consist of molten and resolidified material, while regions 

further from the rim retain the original NP layer (Fig. 19c). A narrow band surrounding the rim 

exhibits a higher NP density, indicating that the outward shockwave redistributes NPs into this 

zone (Fig. 19a). This band was a few tens of µm wide under those conditions. Because this 

displaced-NP region enlarges the area affected by each pulse, the effective spatial resolution in 

NE-LIBS mapping is the sum of the diameter of the ablation crater with the molten rim plus 
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the width of the compressed NP band. Further study of the effect of pulse energy and laser spot 

size, and closely adjacent shots is required to precisely quantify this limit. 

 

Figure 19. SEM images at different magnifications showing sections of an ablation crater and its surroundings 

on a silicon substrate coated with sputter-deposited gold NPs. The orange boxes in image A) highlight the 

regions enlarged in images B) and C). The laser fluence employed was 31.83 J·cm-2. Figure reproduced from 

own publication [P1]. 

 

To assess how laser parameters influence NP redistribution, I varied the laser spot size 

(60 and 200 µm) and pulse energy (5, 10 and 15 mJ) and examined the resulting laser ablation 

behavior under non-overlapping step-scan mapping conditions. Representative SEM images 

are shown in Fig. 20. A key observation is that the width of the “compressed” or “rearranged” 

NP band surrounding each crater depends strongly on laser fluence; this band becomes 

noticeably wider, both in absolute size and relative to the crater diameter when using the 

smaller 60 µm spot size. This behavior clearly reflects the stronger shockwave effects at higher 

fluences. 
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Figure 20. SEM images of craters on sputtered Au-NP-coated silicon produced with various laser energies and 

spot sizes. Adjacent images show laser ablation at fluences differing by one order of magnitude. Figure 

reproduced from own publication [P1]. 

 

Rehman et al. [126] and Wang et al. [127] have shown that shockwave propagation in 

ns laser ablation increases nonlinearly with fluence, with velocity scaling roughly with the 

cubic root of the fluence. Given the ~11-fold higher fluence of the 60 µm spot, a more than 

two-fold increase in shockwave travel distance is expected, matching this observation that the 

ablation affected zone is 2-2.5 times wider than in the 200 µm case. The compressed NP band 

grows with pulse energy for both spot sizes, making small spot sizes unsuitable for NE-LIBS 

mapping because the effective resolution becomes far inferior to the nominal spot diameter. At 

lower fluences, the width of the compressed band remains quite small (around 20 µm) 

compared to the 200 µm spot diameter; therefore a spatial resolution of ~175 µm remains 

feasible. Step-scan experiments showed no cumulative disturbance from adjacent shots, 

confirming that NE-LIBS mapping is practical with 5-15 mJ pulses if ca. 175-200 µm spot 

sizes are used. Finally, “true spatial resolution” should be based on the actual crater size, not 

the optically set spot diameter, since LIBS typically produces larger craters at high fluence. 

Only step-scan mapping accurately reflects this. Based on this optimization, ~200 µm 

represents a realistic spatial resolution for NE-LIBS under the conditions used. 

 

5.2.6. Signal enhancement 

As noted earlier, NE-LIBS signal enhancement (SE) (defined as the ratio of the net emission 

intensity with and without NPs), depends strongly on several experimental factors, including 

laser parameters, NP properties, and the characteristics of both the sample and substrate, many 

of which influence one another. In this study, I examined how selected parameters affect SE 

for soda-lime glass samples coated with gold NPs prepared by the sputtering-based deposition 

method. 

Laser fluence influences not only NP-layer ablation but also the magnitude of the SE. 

As reported by De Giacomo et al. [76], SE typically shows a maximum with fluence due to 

nonlinear electron-excitation processes, resulting in the generation of hot electrons and 

effective charge separation. My results (Fig. 21) confirm this behavior, although both LIBS 

and NE-LIBS signals rise with fluence, NE-LIBS increases more rapidly up to an optimum of 

~30-32 J·cm-2 (ca. 5 GW·cm-2 irradiance), consistent with literature values (3.5-4 GW·cm-2) 

for metallic samples [76] The decline of SE at a certain point is attributed to faster NP 

evaporation at higher fluence, which diminishes their contribution to enhancement. 
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Figure 21. Influence of laser fluence on NE-LIBS signal enhancement for the Si I 288.15 nm line on glass using 

266 nm laser pulses (conditions e.g., 200 µm spot size, integrative detection, are the same as those used 

throughout this section). Error bars are standard deviations from three repetitions. Figure reproduced from own 

publication [P2]. 

 

Detector gating strongly influences LIBS signals because plasma emission is highly 

transient, following the evolution of the temperature and electron density in the plasma. In NE-

LIBS, optimizing gate delay and gate width is particularly important, as NPs have a brief 

lifetime during laser ablation; consequently, the highest SE occurs at very early times (when 

short gate delays and widths are used). As shown in Fig. 22a., SE reaches its maximum for 

gate delays below ~1 µs when short gate widths (e.g., 1 µs) are used, with neutral lines 

exhibiting slightly longer optimal gate delays than ionic lines, consistent with previous reports 

[75]. On the other hand, longer gate widths significantly reduce the achievable SE. Fig. 22b 

illustrates this, while fast gating achieves maximum SE values of 20-27 (depending on the 

emission line), integrating the full plasma lifetime results in SEs of only 6-9. This is due 

because most routine LIBS instruments employ CCD detectors with ms-range integration 

times, this explains why many studies report only single-digit SE values rather than the much 

higher enhancements seen with optimized fast-gated detection [66,81]. 

 

Figure 22. Influence on detection gating on NE-LIBS signal enhancement for selected elemental lines in glass. 

A) Fast gating (1µs gate width, variable µs-range gate delay). B) Time-integrated enhancement corresponding to 
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CCD-based LIBS systems with ms-range gate width. Experimental conditions are the same as those used 

throughout this section. Error bars are standard deviations from three repetitions. Figure reproduced from own 

publication [P2]. 

 

In ns-LIBS, plasma formation depends strongly on the sample absorption at the 

excitation wavelength, while in NE-LIBS the laser pulse also drives localized surface plasmons 

in metallic NPs. Although wavelength-LSP resonance is beneficial in NE-LIBS, but it is not 

essential for significant SE [76]. Moreover, tunable lasers sources are uncommon in LIBS, thus 

fine tuning the laser wavelength to LSP resonance is more of a theorical than practical option. 

Using identical conditions except for wavelength, I evaluated NE-LIBS performance at 266, 

532, and 1064 nm on gold-sputtered glass. The calculated SE values are shown in Fig. 23. A 

consistent decrease in SE with increasing wavelength was observed, in agreement with earlier 

studies [72,140]. Because soda-lime glass absorbs minimally at 532 and 1064 nm but more 

strongly in the UV, plasma formation is easier and LIBS intensities are higher at 266 nm. 

Meanwhile, the 51 nm diameter Au NP used in this experiment have a broad LSP absorption 

peak (FWHM ca. 80 nm) near 550 nm [141]. If wavelength-LSP resonance dominated the 

enhancement, the highest SE would appear at 532 nm, yet the opposite trend is seen. The 

approximately λ-1 behavior aligns instead with the Keldysh parameter wavelength dependence 

[142], suggesting that, in the fluence regime used, there is no shift in the ionization mechanism 

(the transition from > 1 to < 1 does not occur). Overall, Fig. 23 indicates that 266 nm 

wavelength produces slightly higher SE (25-50% more) than 532 or 1064 nm, the latter 

wavelengths offer higher available fluence due to reduced harmonic-conversion losses. This 

offers more flexibility for optimizing NE-LIBS performance at the fundamental and second-

harmonic wavelengths. In practice, all three wavelengths can therefore offer comparable 

analytical capability for NE-LIBS mapping. 

 

Figure 23. NE-LIBS signal enhancement for the Si I 288.15 nm line as a function of laser wavelength on a glass 

sample. Measurements were acquired in integrative mode at a constant fluence of 31.77 J·cm-2, with all other 

same conditions used throughout this section. Error bars are standard deviations from three repetitions. Figure 

reproduced from own publication [P2]. 
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To evaluate the repeatability of SE across the sample, stepwise line scans were performed on 

a glass substrate coated with sputtered Au NPs. The Si I 288.15 nm emission line was recorded 

along a scan line extending beyond the coated region, allowing the non-sputtered glass to serve 

as a reference for enhancement. As shown in Fig. 24, a SE of approximately 7-8 was obtained 

using integrative detection. Repeatability was good, with relative standard deviations of 5-10% 

across five replicate scans. The stable signal level within the coated zone indicates that the NP 

layer exhibits sufficient homogeneity for NE-LIBS mapping. 

 

 

Figure 24. Stepwise line scan across a glass substrate coated with sputtered Au NPs. The central, sputtered 

region (shaded area) was defined using a 6.5 mm-wide mask during deposition. Experimental conditions match 

those used throughout this section. Experimental conditions are the same as those used throughout this section. 

Error bars are standard deviations from five repetitions. Figure reproduced from own publication [P1]. 

 

5.2.7. Applications of NE-LIBS mapping 

The preceding experiments demonstrated that magnetron sputtering followed by thermal 

treatment provides a practical and effective sample preparation strategy for NE-LIBS elemental 

mapping. The approach has two main constraints: i) the attainable spatial resolution is limited 

by the required 200 µm laser spot size, and ii) the method is restricted to materials that can 

tolerate the 550 °C annealing step. In the following sections, I demonstrate its applicability to 

geological and industrial samples. 

LIBS elemental mapping of geological materials has gained significant attention, 

particularly for the study of the distribution of light elements such as Li and Be, which are 

critical in many industrial applications. LIBS enables rapid, spatially resolved prospection of 

elemental distributions within mineral grains [143-145]. In order to utilize this, a monzogranite 

type granitoid sample from the Mórágy Hills was prepared by cutting, grinding, and polishing, 

followed by the sputter-deposition procedure described earlier. A 20×20 mm area was 

subjected first to conventional LIBS mapping. The surface was then lightly repolished 

(removing around 15-20 µm thick layer), and coated again with Au NPs for NE-LIBS mapping. 

Mapping was performed in step-scan mode using non-overlapping 200 µm spots, 10 mJ pulse 



53 
 

energy, 0.5 µs gate delay, and 1 ms gate width, while continuously flushing the chamber with 

argon. Elemental images were generated by integrating selected emission lines. Representative 

LIBS and NE-LIBS maps for Li I 670.78 nm and Mg I 518.36 nm are shown in Fig. 25. As 

expected, biotite grains, visible as dark regions in the microscope image show a higher amount 

of Li and Mg relative to other surrounding mineral grains (feldspar, quartz, and amphibole) 

[144]. The correspondence between the optical image and the NE-LIBS maps indicates that the 

NP deposition was uniform and did not disrupt the mineral microstructure. With ms-range 

gating, SE factors of three for Li and two for Mg were obtained. Although modest, these 

enhancements improve detection sensitivity and support more reliable quantitative mapping. 

As demonstrated in the next section, the improved signal can also enhance classification tasks, 

such as distinguishing mineral grains or compositional zones within a sample. 

 

Figure 25. Microscope image (left), as well as Li (top row) and Mg (bottom row) LIBS elemental maps 

recorded with and without NPs. Figure reproduced from own publication [P2]. 

 

A particularly promising application of NE-LIBS mapping is the spatial classification 

(or identification) of distinct material zones within a sample using chemometric methods of the 

hyperspectral data generated. While LIBS has previously demonstrated such capabilities 

[146,147], but according to its concept, I hypothesized that the added SE (signal-to-noise ratio 

improvement) provided by gold NPs would further enhance classification accuracy. To test this 

concept, I analyzed five commercial black thermo-paints (labeled A-E), commonly used on 

automotive components exposed to high temperatures. Each paint was sprayed onto stainless 
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steel substrates. Preliminary tests confirmed that the paint layers were sufficiently thick to 

prevent substrate ablation. Visually, the paints were nearly indistinguishable, exhibiting only 

very subtle differences in shade; an ideal scenario for evaluating classification performance. 

Two sample sets were prepared, one for conventional LIBS and one for NE-LIBS. For each 

paint, 50 spectra were collected from different positions under identical measurement 

conditions. 

Classification accuracy was assessed using PCA and LDA. In each iteration, data were 

randomly divided into training and validation sets using a 7:3 ratio. As shown in Fig. 26, PCA 

scatterplots reveal that spectral clusters for paints A, B, and D overlap extensively in the LIBS 

case but separate distinctly when NE-LIBS spectra are used. LDA provided similar visual 

improvement and enabled quantitative accuracy evaluation through confusion matrices. Across 

ten randomized runs, NE-LIBS achieved a validation accuracy of 98.0 ± 1%, compared with 

only 84.0 ± 2% for LIBS. These results demonstrate that NE-LIBS significantly enhances 

spatial classification performance, likely due to improved spectral contrast and reduced noise. 

Please note that preparing a clean, well-defined patterned sample from the spray-paints was 

not feasible; thus, this experiment serves only as a proof of concept demonstrating the 

advantages of NE-LIBS for spatial classification. To further illustrate the improvement in 

classification accuracy, Fig. 27 represents a virtual pattern in which confused pixels are 

distributed proportionally as found in the LDA confusion matrices. 

 

Figure 26. Comparison of the classification for five black paint samples using LIBS and NE-LIBS 

hyperspectral data using PCA and evaluation. Figure reproduced from own publication [P2]. 
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Figure 27. Virtual patterns with confused pixels in proportions corresponding to the obtained LDA confusion 

matrices for the discrimination experiment with black paints. The picture is meant to illustrate the improvement 

in classification accuracy. Figure reproduced from own publication [P2]. 

 

5.3. Study of the distribution of trace elements and nanoparticles in plants 

5.3.1. Background 

LIBS has become a valuable tool for studying elemental distributions in plant tissues. Its ability 

to provide multielemental, spatially resolved information, although with some laborious 

sample preparation, makes it especially suited for investigating nutrient transport, trace element 

dynamics, and metal uptake in developing plants (seedlings). Thus, allows researchers to 

visualize how essential elements (e.g., Ca, K, Na) and trace metals or contaminants accumulate 

in specific anatomical regions such as roots, stems, and leaves. This capability is particularly 

relevant for studies on plant nutrition, phytoremediation, and environmental stress responses. 

In recent years, LIBS mapping has also proven useful for monitoring the bioaccumulation and 

translocation of engineered nanoparticles, providing insights into their interactions with plant 

tissues and potential ecological impacts [104,148-150]. 

In the experiments discussed in this chapter, I focused on the LIBS analysis of tomato 

seedlings, primarily with regard to trace element distribution mapping, for environmental and 

plant-biological applications. Particular emphasis was placed on the behavior and 

bioaccumulation of ZnO NPs on zinc deficient tomato. Zinc is the second most abundant 

transition metal, is vital for all living organisms, yet Zn-deficient soils are common worldwide, 

including in Hungary. In this study, I collaborated with the Department of Plant Biology of the 

Institute of Biology of the University of Szeged, in a study which examined how ZnO NPs of 

different sizes influence the development of Solanum lycopersicum L. cv. Mano grown in a 

Zn-deficient nutrient solution.  

Plants acquire most of their zinc from soil, where Zn2+ may constitute up to half of the 

soluble Zn pool [151]. However, Zn availability is often limited by factors such as low soil Zn 

levels, high pH, excess phosphorus, or flooding, leading to Zn deficiency. Sensitive plant 
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species respond with reduced organ growth, chlorosis and limited leaf development [151,152]. 

Zn shortage also reduces water uptake and disrupts tryptophan synthesis, lowering production 

of essential phytohormones. Additionally, Zn deficiency enhances the formation of reactive 

oxygen species (ROS), such as ·O2
- and H2O2, by stimulating their enzymatic formation while 

simultaneously limiting detoxification [153]. 

 

5.3.2. Experimental 

Seeds of Solanum lycopersicum L. cv. Mano were obtained from Rédei Kertimag Zrt. 

(Hungary). Seeds were surface-sterilized in 5% (v/v) NaClO for 10 minutes. Two sizes of ZnO 

NPs (8 nm and 45 nm) were used as seed-priming agents in a concentration of 100 mg/L. For 

the nano-formulation, ZnO powders were suspended in distilled water; because the initial 

mixtures contained large aggregates, the suspensions were sonicated twice for 30 minutes to 

improve dispersion, and the pH was adjusted to 5.7-5.8. For the bulk Zn treatment, ZnSO4 was 

dissolved in distilled water, the pH was adjusted similarly, and solution volumes were set to 

obtain a final concentration of 100 mg/L ZnSO4. 

Seeds were then primed in the respective ZnO NP or ZnSO4 solutions for 24 h in 15 mL 

tubes and kept in the dark. After priming, seeds were placed on filter paper moistened with 

distilled water in Petri dishes and incubated for 4 days in a growth chamber. Germinated 

seedlings were then transferred to 1 L containers filled with nutrient solution either containing 

Zn or without Zn. Plants were grown for three weeks under controlled greenhouse conditions: 

photon flux density of 150 µmol m-2 s-1, a 12/12 h light-dark cycle, relative humidity of 45-

55%, and a temperature of 25 ± 2 °C. 

 

5.3.3. Method development for the LIBS elemental mapping of plant samples 

Preparing plant tissues for LIBS mapping presents key challenges; mainly converting elastic, 

uneven surfaces into sufficiently planar samples. Achieving planarity is essential because the 

depth of field in tightly focused LIBS systems is very small, typically less than 50-100 µm. 

Several approaches to prepare plants prior LIBS analysis have been studied [104,154]. The 

preparation of histological cross-sections from the plant tissue could, in principle, provide a 

flat surface, this approach requires cutting equipment capable of producing a fresh, horizontal 

plane on the resin/paraffin embedded tissue. In practice, this would involve cutting the 

embedded block with a microtome until the appropriate depth is reached (within a few tens of 

µm), from which thin sections could be prepared. This is a very time-consuming procedure 

which requires a detailed optimization for various plant tissues [155]. Another approach is to 

analyze fresh plants directly. However, their high water content significantly reduces LIBS 

signal and makes it impossible to repeat measurements on the same sample [156]. 

An easy way to go is to fix the sample onto double-sided adhesive tape to glass slides. 

Since they can fix well the plant, as they provide an immediately flat surface once attached to 

a microscope slide and allow easy positioning. However, in mapping studies it was observed 

several drawbacks. Since the entire tape surface is adhesive, ablation debris falling back onto 
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exposed areas readily adheres to it. Hence, in subsequent laser shots, this debris can be re-

ablated, causing the recorded spectra to contain signals not only from the tape but also from 

redeposited plant material. The resulting elemental maps may display artifacts such as “tails” 

or “halos” around ablation points caused by the local melting and slight burning of the tape, 

compromising spectral quality and map accuracy [157]. Additionally, the adhesive tapes 

produced a highly complex spectrum rich in many of the same elements targeted for analysis. 

As a result, reliable mapping of Na, Zn, Ni, K, Li, Pb, Cd, Ca, and similar elements becomes 

impossible, since the strong background emission from the tape obscures the true signal from 

the sample [158].  

The fourth possibility is the method applied and further developed in this study. It 

includes the embedding the dried samples in epoxy resin onto a substrate slide. Research-grade 

epoxy/resin formulations are commonly used for embedding medical and histological samples, 

and they can likewise be applied to plant tissues. A key advantage over double-sided adhesive 

is that epoxy not only supports the sample from below but also surrounds it laterally, providing 

more stable fixation. This added stability reduces fragmentation of both the sample and the 

mounting medium during ablation. However, working with resins requires greater care during 

preparation. The resin plus hardener (optional, this creates epoxy) must be applied to the 

substrate as a thin, level layer. After application, a brief pre-drying step is necessary to allow 

partial hardening; otherwise, the sample may sink into the resin, causing it to cover the tissue 

surface and interfere with subsequent measurements. When properly prepared, resin offers a 

more robust and cleaner fixation alternative for LIBS mapping of plant samples [148]. 

Plant materials also require careful dehydration and flattening prior to LIBS analysis. 

Once dried, plant tissues preserve the elemental composition of the fresh material, although 

concentrations appear higher due to water loss. An often overlooked but critical detail is the 

choice of filter paper used during pressing, since fine root hairs from the plant readily adhere 

to paper fibers, making it difficult to remove the plant without damage. In this experiment, the 

tomato seedlings were carefully removed from the Petri dishes and their roots were rinsed with 

Milli-Q water to remove residual growth medium. The studied plants are shown in Fig. 28. 

Seedlings were then flat-pressed 14 days using an object holder press (Kulzer GmbH, 

Germany) between layers of analytical filter paper sheets and polyethylene films to avoid any 

cross-contamination.  

 

Figure 28. Tomato seedlings. From left to right: Control, ZnSO4 treatment, 8 nm ZnO NP treatment,  

and 45 nm ZnO NP treatment. 
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Choosing a suitable resin and a suitable substrate for fixing the sample was important for us, 

since the material and composition of the resin and substrate are analytically sensitive factors. 

Much of the recorded spectrum originates from the resin itself; thus, it is essential to use a 

medium with a simple trace elemental composition that avoids the analytes of interest. Also 

the substrate composition must not interfere with the elemental mapping, since laser shots will 

reach the substrate surface eventually. These effects will contribute to the spectral background, 

so materials with minimal emission lines and minimal contamination should be selected. For 

most purposes, a silicon wafer should be good, as it is clean and very smooth.  

The chosen resin was Technovit 7200 VLV (Kulzer GmbH, Germany), a one 

component, light-curing glycol-methacrylate embedding resin widely used for stabilizing 

biological and composite samples prior to microscopic or spectroscopic analysis. Its low 

temperature, photo-initiated polymerization minimizes thermal stress, while its excellent 

infiltration properties allow reliable embedding of both soft tissues and harder mineralized 

structures [159,160]. Once cured, the resin forms a hard, dimensionally stable block. Its LIBS 

spectra was monitored and found to be relatively a clean spectral background, with only C, H, 

and O as its main components.  

As it was alluded to before the sample surface has to be leveled as much as possible. If 

it is not done properly, the sample surface will be out of focus during scanning and the LIBS 

signal will be gradually smaller and smaller towards the edges of the sample. One solution is 

to level the sample during embedding preparation as much as possible. Hence, to improve 

sample planarity and ensure the formation of a thin, uniform resin layer, the embedding 

procedure was combined with the EXAKT 402 (Kulzer GmbH, Germany) precision adhesive 

press. This device applies a uniform, adjustable laminar pressure across the sample during the 

early curing phase, ensuring that the resin forms a flat, controlled-thickness layer and 

preventing the plant from sinking or bending within the resin.  

The final, developed protocol consisted of the following steps. A microscope slide was 

covered with a transparent tape (this will be the second slide). This slide was positioned under 

the acrylic block of the device in order to be fixed by the applied vacuum. Afterwards, 2-3 

drops of resin were added onto the middle of a previously cleaned silicon slide. Then, the plant 

was carefully placed on top of this and allowed the resin to be spread within the plant for a few 

seconds. 3-4 more drops of resin were added and 300 µm aluminum spacers were put on both 

sides of the slide; these determined the thickness of the embedded block. Afterwards, the 

prepared sample was placed on the stage of the adhesive press, just below the second slide. 

Then slowly and precisely the prepared sample and second slide were joined with the help of 

a fixed weight of the press. Afterwards, the sample was exposed to light; this resin has the 

advantage to provide an even adhesive layer that would not polymerize until exposed to blue 

light. This way, any bubbles in the adhesive layer could be dealt with before becoming 

permanent. The transparent acrylic block allows to see the spread of the resin and view any 

bubbles that may arise prior to beginning polymerization. The polymerization step takes 15 

min.   

Another point to consider is the number of layers needed to completely ablate the 

sample. The biological specimen (even if they are flat-dried) will be thicker than the depth of 
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a single-shot ablation crater, which mean that the embedded block will have to be mapped in 

multiple layers. Since typical ablation craters are on the order of tens of microns, and 

considering that the final embedded plant has a thickness of 300 µm, this means that the 

minimum number of layers will be ten or more. To estimate the number of layers, an 

experiment was done, first by casting the resin in the same thickness that was used for the plant 

embedding using the silicon slide. Repeated laser shots using 10 mJ pulse energy were 

delivered on the same location, varying the spot size from 40 µm and 100 µm. The number of 

shots were counted until a steady signal at the Si 288.16 nm emission line was detected; 

indicating that laser has reached to the “bottom” of the resin (Fig. 29).  

 

 

Figure 29. Silicon emission line as function of number of shots employing 40 µm and 100 µm laser spot size on 

the 300 µm thick embedded resin. Pulse energy 10 mJ, repetition rate 1 Hz. 

 

As can be observed, the number of laser shots required to reach the total thickness of 

the embedded resin was 28 and 41 for the 40 µm and 100 µm spot sizes. Considering the total 

thickness, this meant that each ablated layer removes, on average, 10.7 µm and 7.3 µm per 

layer of resin for the 40 µm and 100 µm respectively. It is worth considering however that the 

ablation process also leaves behind a significant amount of debris, and subsequent ablation 

layers reablate this debris. This suggests that the complete removal of the debris between the 

layers may be necessary. 

Another, more detailed experiment was also conducted using an embedded plant and 

performing a full area mapping, employing a 40 µm spot size. This time, after each ablation 

layer, the debris was removed from the surface. The sample holder was taken out without 

removing the sample and a blow of pressurized air was applied to remove the generated debris 

from the resin and plant, “touchings” of cellotape were also around the edges of the ablated 

area, avoiding plant parts. Cleaning of the ablation cell was also performed at the same time, 

considering that the top quartz window on the ablation cell can get dirty during mapping. This 

poses a problem because these deposits can absorb laser light, which not only decreases 

measurement sensitivity, but also can cause pits and stains. The ablation top window was 
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removed after each second ablation layer and cleaned with analytical purity isopropanol and 

acetone using cotton-swabs and lint-free cleaning wipes (Kimwipes). 

During this mapping experiment, Si, Na and Ca emissions were monitored. Results are 

shown in Fig. 30. One of the striking observation that can be made is that the simultaneous 

evolution of the Na and Ca signal, which indicates the analysis of the plant tissue, occurred 

much earlier, peaking in around the second and third layers. Following this, these signals 

decayed and practically disappeared by the seventh and eight layers. The Si, which is also 

present in plants, at lower concentrations than Na and Ca, was also detected in the early layers, 

but it peaked in the seventh layer, when the silicon substrate was reached. Therefore it was 

concluded that the application of seven ablation layers is sufficient for mapping plants 

embedded in a 300 m thick glycol-methacrylate resin, if cleaning of the sample surface is 

employed. 

 

Figure 30. Number of layers as function of the Si, Na and Ca emission lines. x-axis represents the number of 

shots, y-axis represents the normalized intensity according to the indicated emission line. On the top, the 

respective number of layers are indicated for each stepwise-scan. 

 

Finally, the elemental maps of all treated tomato plants were collected by the above 

procedure. The embedded plants were photographed using an optical microscope and LIBS 

measurements were performed using a J-200 LIBS system, employing a 10 mJ pulse energy, 

40 µm spot size (~125 µm spatial resolution), 1.05 ms integration time and 0.5 µs gate delay. 

Stepwise scanning was carried out across the entire plant surface (approximately 15-20×50-60 
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mm) without overlapping spots, collecting a single-shot LIBS spectrum at each position. Seven 

ablation layers were recorded per plant in order to ablate the whole plant sample; spectra from 

each vertical position were then summed to obtain enough spectral data for subsequent 

processing and map generation. Zinc elemental maps were created from the net intensity of the 

Zn I 472.21 nm emission line. Generated maps can be seen in Fig. 31. These maps provide a 

clear visualization of the spatial distribution of major elements within the tomato seedlings and 

demonstrate that the sample preparation and mapping procedure preserved both structural 

integrity and chemical information. The Na maps reveal strongly localized accumulations, 

mainly along the primary root and occasionally near the root tip, reflecting the natural mobility 

of sodium and its uptake dynamics from the growth medium. In contrast, Ca shows a more 

continuous distribution across the entire root system, outlining major anatomical features and 

indicating its role as an immobile structural nutrient in cell walls. When comparing different 

treatments, seedlings primed with ZnO NPs appear to exhibit altered Na and Ca patterns, 

suggesting treatment-dependent effects on nutrient uptake and internal translocation, while Zn-

deficient plants generally display weaker elemental signals consistent with reduced growth and 

nutrient transport.  

 

 

  

Figure 31. LIBS elemental maps demonstrating the in-planta distribution of selected elements in Solanum 

lycopersicum L. cv. Mano seedlings cultivated with 0 (Control) and 100 mg·L-1 of 8 nm or 45 nm ZnO NPs for 

21 days. The pixel color in the maps shows the net emission intensity of the given spectral line of the element, 

which is proportional with the concentration (e.g. deep blue corresponds to a very low concentration, and light 

yellow corresponds to a high concentration). Figure reproduced from own publication [P10]. 
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6. BOOSTING LIBS PERFORMANCE USING A FIBER LASER  

Nanosecond-pulsed fiber lasers based on the master oscillator power amplifier (MOPA) 

architecture were primarily developed recently for industrial use. Modern MOPA fiber lasers 

allow extensive tuning of pulse duration, pulse shape, pulse energy distribution, and pulse 

repetition rate, enabling tailored laser-matter interaction regimes [27,28]. It has recently been 

also recognized as potentially attractive excitation sources for LIBS due to their compactness, 

robustness, high repetition rate capability, and flexible pulse parameter control [30,161-163]. 

These features are particularly relevant for LIBS, where plasma formation, excitation 

efficiency, background emission, and analytical performance strongly depend on the temporal 

structure of the laser pulse and on pulse-to-pulse interactions. 

In this work, the effects of temporal pulse engineering in fiber-laser-induced breakdown 

spectroscopy are systematically investigated in both single-pulse and multi-pulse excitation 

regimes, using a modern, ns-pulsed MOPA fiber laser source. In the single-shot configuration, 

LIBS performance is studied as a function of pulse duration, pulse energy, and pulse shape, 

with particular emphasis on the relative roles of the pulse head and pulse tail in plasma 

generation and emission efficiency. In the multi-pulse regime, double- and multi-pulse LIBS 

experiments are performed to examine the influence of interpulse delay, pulse energy balance, 

and consecutive pulse interactions at repetition rates extending into the MHz range for signal 

enhancement. 

6.1. Background 

Early demonstrations of fiber laser LIBS established that nanosecond fiber lasers can generate 

plasmas with low continuum background and useful analytical performance, even at relatively 

modest pulse energies [164]. Subsequent studies confirmed that analytically useful signals can 

be achieved on metallic samples [29,165,166]. These investigations however relied on fixed 

laser settings and did not exploit the unique pulse-shaping capabilities inherent to the MOPA 

architecture. Only a small number of reports have addressed how variations in pulse duration, 

pulse shape, and repetition rate influence plasma properties and spectral emission [167,168], 

leaving key questions unanswered regarding optimal pulse configurations and underlying 

interaction mechanisms. 

One aspect that remains insufficiently understood is the role of extended nanosecond 

pulse durations and programmable temporal pulse profiles in single-shot LIBS. Unlike 

conventional short nanosecond pulses, long and structured pulses distribute energy over 

hundreds of nanoseconds or even microseconds, fundamentally altering plasma evolution, 

laser-plasma coupling, and background formation. In particular, the relative contributions of 

the initial high-power pulse head and the subsequent low-intensity pulse tail to plasma ignition 

and sustained emission have not been comprehensively examined. Understanding these effects 

is essential for identifying pulse configurations that maximize emission intensity while 

minimizing continuum background, especially under zero or minimal detector gating 

conditions. 
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In parallel, the high repetition rate capability of modern fiber lasers reaching hundreds of 

kilohertz or the megahertz regime, offers a unique platform for implementing double- and 

multi-pulse LIBS in just a coaxial geometry. While DP- and MP-LIBS are well known to 

enhance signal intensity and precision, most reported implementations rely on separate laser 

sources or interpulse delays comparable to the plasma lifetime [11,17,51,52,169]. In contrast, 

fiber lasers enable closely spaced pulses in trains with controlled interpulse delays and pulse 

energy ratios, opening new regimes where consecutive pulses interact primarily with a 

dynamically modified surface rather than with an existing plasma. The implications of such 

pulse sequences, particularly when using relatively long nanosecond pulses with low 

background emission, have not yet been systematically explored. 

The present work addresses these gaps by providing a unified investigation of fiber 

laser-based LIBS, covering both single-pulse and multi-pulse performances. In the single-shot 

configuration, I examined the effects of pulse duration, pulse energy, and pulse shape over a 

wide range, with special emphasis on the distinct roles of the pulse head and pulse tail in plasma 

generation and emission efficiency. In the multi-pulse regime, I explored double- and multi-

pulse LIBS using high repetition rate pulse trains, focusing on the influence of interpulse delay, 

pulse energy balance, and the number of consecutive pulses on signal enhancement and 

stability.  

 

6.2. Experimental 

A TruPulse Nano 5020 compact MOPA fiber laser with an emission wavelength of 1062 nm 

was employed. The general characteristics of this laser source is described in section 4 of this 

dissertation, therefore only the most relevant features are mentioned here. The laser provides 

48 pre-programmed temporal pulse profiles with pulse durations ranging from 8 to 2000 ns, 

which results in waveform-dependent pulse energies. Apart from single pulses, bursts of pulses 

with repetition rates is adjustable from 1 kHz up to 4 MHz can also be released. As illustrated 

in Fig. 32, the temporal profiles of the applied laser waveforms are characterized by a 

pronounced initial intensity peak followed by an extended, lower-intensity tail. For pulse 

durations up to approximately 30 ns, the temporal profiles are fully symmetric, indicating that 

the rising and falling edges of the pulse are governed by the physical processes associated with 

the rapid release and depletion of stored energy in the gain medium. Beyond this time scale, 

the pulse shape becomes increasingly asymmetric while the leading edge remains steep, the 

trailing edge exhibits a gradual decay, reflecting slower, pump-limited emission processes. 
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Figure 32. Temporal pulse profiles corresponding to the applied waveforms are shown  

for their maximum pulse energies (left) and for a fixed total pulse energy of 1 mJ (right).  

The shaded area in the left panel marks the pulse head region. Figure reproduced from own publication [P4]. 

 

Based on this, the first 30 ns of the laser pulse was defined as the pulse head, whereas 

the remaining part is referred to as the pulse tail. Accordingly, the energy contained within the 

initial 30 ns is defined as the pulse head energy, while the energy delivered during the 

subsequent, elongated portion of the pulse is defined as the pulse tail energy. Each contributing 

differently to plasma formation and excitation.  

Fiber laser-based LIBS experiments were carried out with a gate delay of zero and 50 

µs gate width. Spectrum collection was performed by an Echelle spectrometer in the range of 

220 to 629 nm, with a resolving power around 10000. Double- and multi-pulse LIBS 

experiments were carried out in the co-axial mode. In some experiments, the J-200 LA/LIBS 

system was used, employing a 0.5 µs gate delay and 1 ms gate width. The pulse energy was set 

to 15 mJ with a 40 µm laser spot size. All LIBS measurements were performed under ambient 

air. Experiments were performed on silicon wafer substrates and stainless steel reference 

materials (BC/SS-CRM 401/2- and 405/2; BAS Ltd, UK). 

Plasma temperatures were estimated from the recorded LIBS spectra using the 

Boltzmann plot method [170]. This method assumes that the populations of the excited atomic 

states follow a Boltzmann distribution, allowing the plasma temperature to be derived from the 

relative intensities of emission lines originating from different excitation energies. Excitation 

temperature calculations were performed only for silicon samples. Due to spectral overlap and 

interference, only three well-resolved Si I lines were suitable for this analysis (Si 263.13, 

298.76 and 390.55 nm). 

 

6.3. Single-pulse fiber laser LIBS performance 

6.3.1. Plasma diagnostics 

The plasma emission lifetime and temperature were characterized for a series of pulse shapes 

with varying durations and energies on a silicon sample. Please note that plasma emission 

lifetime, which characterizes the duration of light emission from the plasma is longer than 
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plasma lifetime (during which the Debye plasma conditions are fulfilled). In all cases, the 

measured emission lifetimes remained in the microsecond range, with maximum values not 

exceeding approximately 3 µs. This is substantially shorter than the tens of microseconds 

typically reported for plasmas generated in conventional nanosecond LIBS using higher pulse 

energies [22], indicating that the lower-energy, long duration fiber laser pulses produce 

plasmas of reduced density and faster radiative decay. 

As shown in Fig. 33a, the plasma emission lifetime increases monotonously with pulse 

energy for short pulses, which is expected due to the higher peak power and increased plasma 

excitation. For longer pulse durations, despite higher total pulse energies (up to 5 mJ), the 

plasma emission lifetime decreases, particularly for the 2000 ns pulse, where it drops below 

2.5 µs. This suggests that the elongated pulse tail contributes less to sustaining emission and 

that the early pulse head is more critical for plasma generation and persistence. The short 

emission lifetimes observed also suggest that fast spectrometers with µs integration times are 

more suitable for collecting fiber laser-induced LIBS spectra. In terms of plasma temperature, 

Fig. 33b shows that the excitation temperature remains relatively constant at approximately 

9000 ± 1000 K across all pulse shapes, energies and durations. These findings highlight the 

dominance of the pulse head in generating plasma emission and indicate that pulse tail energy 

primarily influences plasma persistence rather than excitation temperature. The obtained 

temperatures are consistent with previously reported values for plasmas generated by long 

nanosecond pulses and are significantly lower than those typically observed in classical LIBS 

experiments employing higher pulse energies and shorter pulse durations [37,171]. 

 

Figure 33. Plasma emission persistence times for various pulse shapes and durations (left)  

and the corresponding excitation temperatures determined by Boltzmann analysis (right) are shown.  

Error bars represent the standard deviation of the measurements Figure reproduced from own publication [P4]. 

 

Fig. 34 shows that at constant pulse energy, plasma emission strongly depends on pulse 

duration. Shorter pulses generate higher initial emission intensities and stronger plasma 

emission, whereas longer pulses result in weaker and more rapidly decaying emission. For the 

1000 ns pulse, the total emission intensity decays to 1% of its initial value within approximately 

800 ns, while for the 190 ns pulse this decay occurs after more than 1000 ns, indicating a longer 

plasma lifetime. This behavior is attributed to the higher irradiance of shorter pulses, which 

enhances ablation efficiency and the generation of excited species. In contrast, distributing the 

same energy over longer durations reduces peak power and limits the effectiveness of the pulse 
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tail in sustaining plasma emission. These trends are consistent with the spectral results, where 

the Fe II 247.6 nm line intensity decreases monotonically with increasing pulse duration. 

Overall, the results confirm that plasma emission efficiency in fiber laser-based LIBS is 

governed primarily by pulse duration dependence rather than by the total pulse energy. 

 

Figure 34. Temporal evolution of the total plasma emission intensity for pulse shapes of same energy (2.5 mJ) 

but different durations used for LIB plasma generation on a steel sample (left), and the corresponding intensity 

of an Fe emission line as a function of pulse duration (right). Figure reproduced from own publication [P4]. 

 

On the other hand, higher pulse energy results in higher spectral line intensities for 

pulses of the same duration, consistent with classical LIBS behavior (Fig. 35). At short and 

intermediate pulse durations, the line intensity exhibits a plateau, which can be attributed to 

reduced plasma shielding in long ns pulses [29]. For sufficiently long pulses, the irradiance 

becomes too low for effective ablation and excitation, leading to an overall decrease in 

emission intensity. The pulse-duration threshold beyond which this decrease occurs depends 

on pulse energy, appearing at approximately 190-200 ns for 1 mJ pulses and at 270-320 ns for 

2-2.5 mJ pulses. 
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Figure 35. Effect of pulse duration on the intensity of the Si I 288.16 nm emission line for two different pulse 

energies (2.5 and 1.0 mJ) used for plasma generation on a silicon sample. Error bars indicate the standard 

deviation from ten replicate measurements. Figure reproduced from own publication [P4]. 

 

The above results indicate that extending the pulse duration beyond a certain limit does not 

further improve LIBS analytical signals. This observation suggests that not only the total pulse 

duration, but also the temporal distribution of energy within the pulse (pulse head and pulse 

tail), influences the emission intensities. To investigate this effect, experiments were performed 

in which the pulse head energy was kept constant, while the duration and energy of the pulse 

tail were systematically varied. The pulse tail length was adjusted between 0 and 1970 ns, 

corresponding to tail energies ranging from 0.0 to 4.4 mJ. Several pulse head energies were 

examined in the range of 0.15-0.58 mJ. The resulting net intensities of the Si I 288.16 nm 

emission line recorded from a silicon sample are shown in Fig. 36. 

As shown in Fig. 36a, higher energies of the pulse tail leads to a pronounced increase 

in line intensity for all investigated pulse head energies. This demonstrates that the energy 

delivered in the pulse tail contributes effectively to plasma excitation and ablation. Notably, 

plasma formation and measurable emission could be achieved when a sufficiently energetic 

pulse tail was applied even in cases where the pulse head alone was too weak to efficiently 

ignite the plasma. Nevertheless, the energy of the pulse head has a dominant influence on the 

signal level, at identical pulse tail energies, higher pulse head energies consistently produce 

significantly stronger emission, indicating more efficient plasma ignition and improved 

coupling of the tail energy into the plasma. With further increase of the pulse tail energy, the 

emission intensity reaches a maximum at approximately 1.4-2 mJ tail energy, depending on 

the applied pulse head energy. Beyond this range, the signal either saturates or shows a slight 

decrease. This behavior indicates that, although the pulse tail can enhance the LIBS signal by 

sustaining ablation and excitation, there is a limit beyond which additional tail energy becomes 

inefficient due to reduced irradiance and weakened laser-plasma coupling in the expanding 

plume. 

When the same data are plotted as a function of the total pulse duration (Fig. 36b), it 

becomes evident that signal stagnation occurs at pulse durations of approximately 250-320 ns 

for all investigated pulse head energies. The fact that this threshold duration is largely 

independent of pulse energy suggests that it is governed by plasma evolution dynamics rather 

than by the absolute energy delivered. After this time interval, the plasma has expanded 

sufficiently that further energy deposition does not lead to increased emission. Based on these 

results, it can be concluded that optimal single-pulse LIBS performance with this fiber laser 

source is achieved by employing the highest possible pulse head energy while limiting the total 

pulse duration to approximately 320 ns. 
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Figure 36. Net intensities of the examined Si emission line plotted as a function of pulse-tail energy (A) and 

total pulse duration (B) for plasma generated on a silicon sample. Error bars represent the standard deviation 

derived from three parallel measurements. Figure reproduced from own publication [P4]. 

 

6.3.2. Quantitative performance  

I also performed a comparative assessment of the quantitative performance of the single-pulse 

fiber laser LIBS setup against the commercial ASI J-200 LIBS instrument, where the latter has 

a higher intensity laser source (higher pulse energy, shorter pulse duration). A stainless steel 

reference material series were used as samples. Calibration curves for Cr and Al exhibited 

similar linearity and signal scatter for both systems (Fig. 37), while LODs were comparable or 

even favouring the fiber laser system in three out of the five investigated elements (Mn, Cu, 

and V) as can be seen in Table 3.  

 

Figure 37. Calibration curves for a chromium and an aluminum emission line recorded in a stainless steel 

reference material series, using the fiber laser system and the commercial ASI J200 LIBS system. Figure 

reproduced from own publication [P4]. 



69 
 

 

Table 3. LOD values for selected elements measured in stainless steel. Reproduced from own publication [P4]. 

 

6.4. Multi-pulse fiber laser LIBS performance 

As it was previously mentioned, this fiber laser can operate at such high pulse repetition rates 

(PRR, up to 4 MHz) that the interpulse delay in the pulse bursts falls into the microsecond or 

even sub-microsecond range. This makes it a potentially suitable laser source for coaxial 

double- or multi-pulse LIBS (DP-LIBS or MP-LIBS) signal enhancement schemes. It has to 

be considered however that due to the specialities of this source, the energy of pulses in a pulse 

train is not constant and depends strongly on the repetition rate and pulse duration, as shown 

in Fig. 38a. At low PRRs, the energy of consecutive pulses increases shot-to-shot until a stable 

value is reached (after approximately ten pulses), indicating a gradual establishment of steady-

state gain conditions in the amplifier. As the PRR is increased, the stabilized pulse energy 

initially rises, reaching a waveform-dependent maximum. For example, the highest stabilized 

energy is observed at around 60 kHz PRR for the 190 ns duration waveform. At the same time, 

as it is shown in Fig. 38b, the stabilized pulse energy decreases beyond this PRR, as the pump 

laser can no longer replenish the gain medium sufficiently between pulses. Longer pulses 

exhibit higher stabilized energies because they interact with the gain medium for a longer time 

and extract stored energy more efficiently. However, longer pulses also deplete the gain more 

strongly and therefore reach their maximum stabilized energy at lower PRRs, beyond which 

pulse energy decreases due to insufficient gain recovery. At sufficiently high PRR, the pulse 

energies of all investigated waveforms converge toward low values. These results indicate that, 

for each pulse waveform, a specific PRR exists at which the pulse energy remains stable 

throughout the pulse train.  

 

Figure 38. A) Energy of consecutive laser pulse trains (“burst mode”) for a pulse duration of 190 ns at different 

PRRs. B) Stabilized pulse energy as a function of PRR for different waveforms of various durations. Figure 

reproduced from own publication [P5]. 
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6.4.1. LIBS using two consecutive laser pulses  

The first DP-LIBS experiments using the fiber laser were performed on a silicon sample with 

laser pulses of 50 ns duration and an equal, 0.8 mJ energy. In the DP-LIBS configuration, the 

second laser pulse was applied with an interpulse delay of 10 µs relative to the first pulse. The 

detector gate delay was adjusted to zero when the Si analytical signal from the first pulse was 

recorded, and it was shifted to the arrival of the second laser pulse when the signal from second 

pulse was tested. As is shown in Fig. 39, the second pulse provides a substantially enhanced 

analytical signal. Most emission lines exhibit approximately a twofold increase in intensity in 

the DP-LIBS spectrum relative to the SP-LIBS case.  

 

Figure 39. Comparison of single-pulse and double-pulse LIBS spectra acquired from a silicon sample using 50 

ns laser pulses with 0.8 mJ pulse energy. In the DP configuration, the interpulse delay was set to 10 µs. Figure 

reproduced from own publication [P5]. 

 

The applied interpulse delay of 10 µs is significantly longer than the measured plasma 

emission lifetime. Consequently, direct laser-plasma interactions, such as plasma reheating by 

absorption of the second pulse, can be excluded. This implies that the observed signal 

enhancement does not originate from mechanisms commonly associated with short-delay 

coaxial DP-LIBS, where the second pulse couples directly into an existing plasma. Instead, the 

enhancement can be attributed to indirect processes initiated by the first pulse. These include 

thermal preconditioning of the sample surface through radiative and conductive heat transfer 

from the initial plasma, which lowers the effective ablation threshold for the second pulse. In 

addition, the second pulse contributes directly to material removal, as co-axial follow-up pulses 

are inherently ablative. Furthermore, the presence of a transient low-pressure region behind the 

shockwave generated by the first pulse can facilitate enhanced ablation during the arrival of 

the second pulse [11,18,169]. The plasma temperature calculations performed for both SP- and 

DP-LIBS plasmas achieved comparable excitation temperatures of 5750 ± 60 K. The absence 

of a measurable temperature increase in the DP-LIBS case further supports the conclusion that 

plasma reheating does not play a significant role under the applied experimental conditions. 

Instead, the enhanced emission intensity observed in Fig. 39 is primarily a consequence of 

increased ablated mass and improved excitation efficiency resulting from surface 

preconditioning effects induced by the first pulse. 
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The effect of the duration of longer than usual interpulse delays were also tested. These 

effects can be seen in Fig. 40., where the decrease in emission intensity with increasing 

interpulse delay is due to the gradual disappearance of the first-pulse-induced enhancement 

mechanisms. As the delay increases, the plasma cools and expands, the heated surface layer 

relaxes, and the ablation crater stabilizes, leading to reduced coupling for the second pulse. 

However, because long-nanosecond fiber laser pulses produce relatively cold plasmas, the 

enhancement mechanism is dominated by surface modification rather than plasma reheating. 

This makes the DP-LIBS enhancement tolerant to timing, with noticeable benefits persisting 

even at delays as long as 100 µs. 

 

 

Figure 40. Silicon emission intensity by DP-LIBS recorded at the arrival of the second pulse as function of 

interpulse delay. The SP-LIBS signal is shown as a horizontal reference line. All pulses were 50 ns duration and 

0.8 mJ pulse energy. Error bars indicate standard deviations from three measurements. Figure reproduced from 

own publication [P5]. 

 

As it was previously discussed, at fixed pulse energy, increasing pulse duration lowers SP-

LIBS intensity because the laser irradiance decreases. In the next experiment I tested whether 

the same trend applies to DP-LIBS. The pulse energy was fixed at 0.6 mJ for both pulses and 

the interpulse delay at 10 µs; varying the duration of the second pulse from 50 to 320 ns. Thus, 

any changes in signal must originate from changes in pulse duration (irradiance). Fig. 41 shows 

that increasing pulse duration results in a systematic decrease of both SP- and DP- LIBS 

intensities, reflecting the reduced irradiance and weaker plasma formation of longer pulses. 

Consequently, the highest absolute DP-LIBS signal is obtained for the shortest pulse duration 

(50 ns). The DP-to-SP signal enhancement factor remains approximately constant across most 

durations, with a maximum observed at 190 ns due to the faster decline of the SP signal relative 

to the DP signal. This demonstrates that optimization for maximum DP-LIBS enhancement 

does not necessarily coincide with optimization for maximum analytical signal intensity. 
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Figure 41. Silicon LIBS signal intensities generated by the first (SP) and second (DP) laser pulses (left axis), 

together with the corresponding DP-LIBS signal enhancement factor (right axis), measured for different pulse 

durations at a constant pulse energy of 0.6 mJ and an interpulse delay of 10 µs. Error bars indicate the standard 

deviation from three replicate measurements. Figure reproduced from own publication [P5]. 

 

 

Since the employed fiber laser allows independent control of the energies of 

consecutive pulses, the effect of varying the pulse energies in double-pulse bursts on the DP-

LIBS signal was also investigated. I kept the pulse duration (100 ns) and interpulse delay 

(10 µs) constant. Two complementary experiments were carried out: i) Fig. 42 the energy of 

the first pulse was varied from 0.5 to 1.8 mJ, while the second pulse energy was kept constant 

at 1.0 mJ; ii) Fig. 43 the energy of the first pulse was fixed at 0.8 mJ, while the second pulse 

energy was varied from 0.7 to 1.8 mJ. 

In Fig. 42, increasing the first pulse energy leads to only a modest increase in the DP-

LIBS signal. Even when the energy of the first pulse is increased by more than a factor of three, 

the resulting signal enhancement at the second pulse is only roughly 10-15%. In contrast, Fig. 

43 reveals a strong and nearly linear dependence of the DP-LIBS signal on the energy of the 

second pulse. Increasing the second pulse energy by a factor of approximately three results in 

a nearly threefold increase in the LIBS signal. This indicates that, under these conditions, the 

primary role of the first pulse is to ablate material and precondition the sample surface, while 

the second pulse arrives after the plasma has decayed, interacts with a preheated, weakened 

surface and is therefore much more efficient at ablation and excitation. 

Plasma temperature calculations showed no significant variation with pulse energy, 

remaining at approximately 5750 K, suggesting that the observed signal enhancement is mainly 

governed by ablation-related processes rather than plasma reheating. This is consistent with 

previous studies showing that noticeable plasma temperature increases require much larger 

energy differences between the two pulses than those applied here [172,173]. Also, the use of 

relatively long laser pulses used in this study further favor sample heating and ablation 

efficiency over plasma temperature elevation. 
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Figure 42. Energies of the first laser pulse applied during the investigation (left panel) and the corresponding Si 

DP-LIBS signal intensities recorded from the second pulse (right panel). Error bars indicate the standard 

deviation from three replicate measurements. Figure reproduced from own publication [P5]. 

 

Figure 43. Energies of the second laser pulse applied during the investigation (left panel) and the corresponding 

Si DP-LIBS signal intensities recorded from the second pulse (right panel). Error bars indicate the standard 

deviation from three replicate measurements. Figure reproduced from own publication [P5]. 

 

I also evaluated whether DP-LIBS provides a real quantitative analytical advantage 

over SP-LIBS. To do this, certified stainless-steel reference materials with known 

concentrations of Cr, Ni, and Cu were analyzed and calibration curves were constructed for 

both SP and DP operation. Since the goal was to achieve the best signal, 320 ns pulse duration 

(WF32) was selected because it gave strong, stable emission. Also, since the second pulse 

energy was identified as the dominant factor in DP-LIBS signal enhancement, a 40 kHz 

repetition rate was chosen because it maximizes the energy of the second pulse. Long 

integration time was set for capturing emission from both plasmas. As an illustration, a 

calibration for chromium is shown in Fig. 44. DP-LIBS produced a much larger increase in 

signal intensity; the slope (sensitivity) is 4-5 times higher than that of SP-LIBS. This sensitivity 

enhancement resulted in significantly lower LODs for DP-LIBS. The LODs improved from 

0.49% to 0.14% for Cr, from 0.04% to 0.02% for Al, and from 0.05% to 0.01% for Cu. These 

results demonstrate that, under optimized conditions, fiber laser-based DP-LIBS provides 

improved quantitative performance relative to SP operation. 
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Figure 44. Calibration plot for the Cr I 520.8 nm emission line obtained using SP-LIBS and DP-LIBS.  

For the DP-LIBS measurements, the emission signals from both pulses were integrated. Figure reproduced from 

own publication [P5]. 

 

6.4.2. LIBS using more than two consecutive laser pulses 

I also investigated whether applying more than two pulses further enhances the LIBS signal 

(MP-LIBS). Experimental conditions, such as pulse energy of 1 mJ with 50 ns duration and 10 

µs interpulse delay were kept constant. According to Fig. 45a., MP-LIBS results showed that 

the second, third, and fourth laser pulses generate similarly enhanced plasma emission 

compared to SP-LIBS, due to interaction with a preconditioned surface that is already modified 

by previous ablation, resulting in improved and nearly identical coupling conditions. In 

contrast, the fifth pulse sees a surface that is either significantly cratered (causing defocusing) 

or is partially molten due to accumulated heat. Both effects reduce ablation efficiency, leading 

to the observed drop in LIBS intensity. 

 

Figure 45. A) MP-LIBS silicon intensities generated by individual laser pulses within the burst  

and B) by the cumulative emission from all pulses. Using 50 ns laser pulses with 1 mJ pulse energy, 10 µs 

interpulse delay. Figure reproduced from own publication [P5]. 
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As seen in Fig. 45b, when emission from multiple pulses is accumulated, the total LIBS signal 

increases monotonically with the pulse number without loss of repeatability, enabled by the 

low background emission characteristic of long duration fiber laser pulses [51,52]. This 

demonstrates that MP-LIBS with signal accumulation is an effective strategy for improving 

sensitivity in practical measurements. 
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7. PESTICIDE DETECTION USING LIBS AND MACHINE LEARNING   

LIBS has become an important analytical technique in the agriculture and food sectors due to 

its capability for rapid, in situ, and on-line analysis. It has been applied to a wide range of 

agricultural products to assess elemental composition, which is a key indicator of food quality, 

nutritional value, authenticity, and safety [174]. Conventional elemental and food analysis 

techniques offer high sensitivity and reliability but require extensive sample preparation and 

are time-consuming; limiting their applicability for rapid screening and on-site analysis. In 

contrast, LIBS enables real-time, field-deployable measurements, making it well suited for fast 

screening applications; in particular, the detection and quantification of plant nutrients and 

heavy metals, pesticide residues, impurities and other pollutants, as well as the quality control 

of food derivatives, the identification of possible food adulteration and early plant disease 

diagnosis [175,176]. 

Variations in elemental composition, including the presence of trace elements and 

chemical contaminants, can significantly affect the quality, nutritional properties, and safety of 

agricultural products, with potential implications for human health. The integration of LIBS 

with chemometric methods further enhances data interpretation and classification performance, 

enabling reliable qualitative and quantitative analysis [177]. 

In this work I investigated the potential of LIBS for the detection/identification of 

organochlorine pesticide residues on tomato fruit surface in an effort to develop a fast screening 

methodology for e.g. the detection of the potential use of banned pesticides.  

 

7.1. Background 

Organochlorine pesticides (OCPs) remain a major analytical and toxicological concern due to 

their environmental persistence, high lipophilicity, and capacity for long-range environmental 

transport. Their long biological half-lives promote bioaccumulation in fatty tissues and 

biomagnification across food chains, leading to widespread exposure in humans and wildlife 

[178-181]. Many OCPs act as endocrine-disrupting chemicals causing reproductive and 

metabolic disorders. Neurotoxic, immunotoxic, and carcinogenic effects have also been 

reported [182-184]. These adverse impacts have resulted in strict regulations and bans on the 

use of several OCPs worldwide [185,186]. 

Reliable monitoring of OCP residues in food, environmental samples, and biological 

matrices is therefore essential but analytically challenging. Their determination typically 

requires extensive extraction and cleanup procedures to separate pesticides from lipids and 

other co-extracted organic matter [187]. Furthermore, the structural complexity of OCPs, 

including the presence of multiple congeners and stereoisomers with similar physicochemical 

properties, necessitates the use of advanced analytical instrumentation. HPLC or GC coupled 

with high-resolution or tandem mass spectrometry remains the standard approach, offering 

excellent sensitivity and selectivity but at the cost of lengthy analysis times, complex 

workflows, and laboratory-bound operation [188,189]. An additional challenge arises from the 

very low surface concentrations of OCPs on crops, often in the ng-pg cm-2 range, which makes 

their direct detection particularly difficult. Only a limited number of techniques, such as 
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desorption/ionization mass spectrometry, direct analysis in real-time mass spectrometry, and 

surface-enhanced Raman spectroscopy, have demonstrated potential for surface-level detection 

[190-192]. However, strong sorption of hydrophobic pesticides to waxy plant cuticles, 

combined with surface heterogeneity, can limit desorption efficiency, reduce reproducibility, 

and compromise analytical reliability. 

LIBS has recently attracted increasing attention for agricultural and food analysis, 

including pesticide analysis. Early works showed that pesticide treated and untreated samples 

could be discriminated at ppm-level concentrations using chemometric analysis [193]. 

Subsequent studies focused on monitoring characteristic spectral lines of pesticides (Cl, P, S) 

to detect and quantify residues on apples, leafy vegetables, and cereal crops [194-196]. The use 

of NE-LIBS for enhanced elemental mapping has been used to improve sensitivity and enabled 

quantitative analysis under controlled conditions [81]. 

Despite these advances, most reported approaches rely on the direct detection of a 

limited number of selected elements associated with specific pesticide formulations. This 

strategy may limit robustness and general applicability, particularly when dealing with 

structurally similar compounds, varying surface conditions, or complex background matrices. 

Moreover, relatively few studies have explored the systematic use of advanced machine 

learning techniques to extract and exploit the full spectral information content for pesticide 

identification. In this context, the present study was aimed at evaluating the potential of 

combining LIBS spectral data with machine learning (chemometric) algorithms for the rapid 

identification of five different organochlorine pesticides on tomato fruit surfaces, rather than 

relying solely on selected elemental lines.  

7.2. Experimental 

LIBS experiments were carried out on the J-200 LIBS instrument, in ambient air. LIBS 

parameters were optimized in order to obtain maximum atomic emission intensity of halogen 

spectral lines. Based on optimization experiments, a 40 µm laser focal spot diameter and 10 mJ 

pulse energy, as well as a 0.3 µs gate delay and 1 ms gate width were used. 

Because the investigated pesticides are classified as moderately to highly hazardous by 

the European Food Safety Authority (EFSA) [197], all measurements were performed in a 

custom-made, closed ablation cell mounted in the instrument sample holder. The cell was 

designed to ensure safe operation while remaining compatible with the LIBS optical geometry, 

potential signal-enhancement, and routine laboratory use. It incorporates multiple cylindrical 

mini-wells, allowing several samples to be analyzed and enabling easy disassembly and 

cleaning between runs. 

Design constraints were dictated by the instrument optics, since the J200 is not uniaxial 

with the laser beam, the wells could not be made too deep, otherwise the cavity walls would 

block plasma emission. However, excessively shallow wells would allow ablated material to 

contaminate the cell window and attenuate both the laser and plasma light. In addition, I 

employed to exploit spatial plasma confinement using shockwave reflection from rigid cavity 

walls to compress the plasma and enhance signal intensity, which requires a cavity depth of 
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approximately 5 mm [55]. The final design therefore balanced optical accessibility, 

contamination control, safety, and the conditions necessary for effective plasma collection. 

After optimization, the ablation cell was fabricated from aluminum alloy and designed 

as a three-part assembly consisting of a base, a removable insert containing the wells, and a top 

cover (Fig. 46). The insert holds eight cylindrical wells, each 8 mm in diameter and 5 mm deep, 

allowing multiple samples to be analyzed and enabling ease loading and cleaning. A 76.2×25.4 

mm, 1 mm thick quartz microscope slide (Ted Pella Inc., USA) served as a top window, sealing 

all wells simultaneously. Individual wells were additionally sealed with o-rings (8 mm inner 

diameter, 1 mm thickness) positioned between the insert and the slide. The aluminum cover 

was secured to the base with six M3 countersunk screws, ensuring a tight, stable assembly. 

Between samples, the ablation cell assembly was cleaned with analytical trace quality water 

(MilliQ Elix 10/Synergy, Merck, USA) and analytical grade reagents, including Citranox 

solution (Alconox Inc., USA), isopropanol, and acetone (VWR Chemicals, USA).  

 

Figure 46. 3D representation of the custom closed ablation cell assembly  

designed for LIBS measurements. Figure reproduced from own publication [P6]. 

 

Pesticide analytical standards of acetamiprid (C10H11ClN4), chlorpyrifos 

(C9H11Cl3NO3PS), -cyhalothrin (C23H19ClF3NO3), tebuconazole (C16H22ClN3O), and 

tefluthrin (C17H14ClF7O2) were obtained from LabInstruments S.r.l. (Bari, Italy) with certified 

purities of 97.1–99.9%. Stock solutions (0.01, 0.1, and 1 m/v%) were prepared in absolute 

ethanol (VWR Chemicals, USA) and stored at 4 °C in amber glass vials.  

Tomato fruits of Solanum lycopersicum L. (cv. “Money Maker”) were grown under 

controlled conditions at the Department of Plant Biology, without the application of pesticides 

that could interfere with the analysis. Seeds were germinated between moist filter papers in the 

dark at 24 °C for 4 days, after which seedlings were transferred to perlite and grown for 2 

weeks. Plants were then cultivated hydroponically for 5 weeks. The nutrient solution (pH 5.8), 

prepared from analytical grade reagents, was renewed three times per week and contained: 2 

mM Ca(NO3)2, 1 mM MgSO4, 0.5 mM KH2PO4, 0.5 mM Na2HPO4, 0.5 mM KCl, 10-6 M 

MnSO4, 5 × 10-7 M ZnSO4, 10-7 M CuSO4, 10-7 M (NH4)6Mo7O24, 10-7 M AlCl3, 10-7 M CoCl2, 
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10-5 M H3BO3, and 2 × 10-5 M Fe(III)-EDTA. Following hydroponic cultivation, plants were 

transferred to soil-filled pots and irrigated twice weekly with the same nutrient solution. 

Growth conditions were maintained at a 12/12 h light/dark cycle with LED illumination, 

temperatures of 24/22 °C (day/night), and relative humidity of 55-60%. Plants began producing 

fruits at approximately 20 weeks, and fully ripe fruits of uniform size and shape were selected 

for measurements. 

Tomato fruits were washed with lab-water, air-dried, and only the outer skin (exocarp) 

was used for the experiments. Skins were peeled-off and cut into pieces sized to fit the ablation 

cell wells (ca. 0.5 cm2). For experiments with fresh (“wet”) samples, peel pieces were spiked 

with 10 µL of pesticide solution and dried at room temperature under a clean hood. For dry 

samples, peels were first flat-pressed for 14 days in an object holder press (Kulzer GmbH, 

Germany) between filter paper sheets and polyethylene films to avoid cross-contamination. 

Before LIBS measurements, these sample were spiked with pesticide solutions and left to dry. 

In some experiments, dry pesticide residues on the fresh peels were collected and transferred 

to NPG substrates. Residues were swabbed from treated peels using an ethanol-moistened 

cotton swab and applied to a clean NPG disc. An additional 10 µL of ethanol was pipetted onto 

the swab and allowed to drip onto the substrate to ensure efficient transfer, after which the 

substrate was dried under a clean hood. 

For experiments involving liquid sampling and transfer onto a substrate, Varapor-100 

nanoporous glass (NPG) 99% SiO2 discs (Advanced Glass & Ceramics Ltd., USA) were used 

as substrates, with a mean pore diameter of 10 nm, and 6.4 mm diameter size and 1 mm in 

thickness. 

 

7.3. Optimization of measurements conditions 

Prior to any LIBS measurements, it was necessary to identify which regions of the eight 

ablation wells allowed efficient plasma emission collection. Zinc sheets (8 mm diameter) were 

placed at the bottom of each well, and LIBS single-shots were performed on a 5 × 5 grid (1 

mm spacing). The net intensity of the Zn I 636.2 nm line was used to generate “heat maps” of 

usable sampling areas (Fig. 47). The results indicated that all wells except No. 2 and 4 were 

suitable for single-shot measurements at their centers. However, to ensure consistent data 

reproducibility and accommodate a large number of spectra required, only wells No. 1, 3, 5, 

and 7 were used in subsequent experiments. 
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Figure 47. Heat map of the ablation well bottoms. Black areas correspond to regions  

where plasma emission cannot be effectively collected. Figure reproduced from own publication [P6]. 

 

 

The thermal and UV photolytic stability of many pesticides is limited, and their 

degradation pathways in water, soil, and edible plants have therefore been widely investigated 

[198-200]. The pesticides examined in this study have reported decomposition temperatures 

between 170 and 350 °C [201]. Because laser-induced plasma can impose significant thermal 

stress through radiation and heat conduction [11], care was taken to minimize heat-induced 

degradation during analysis. A spacing of 1 mm between successive LIBS measurement spots 

was adopted, representing the maximum practical distance while still allowing reliable data 

collection. 

 

7.4. Characterization of pesticide LIBS spectra 

LIBS measurements were first performed on the pure solid pesticides to characterize their 

spectral features and assess the feasibility of classification. A few milligrams of each 

compound were used, and 50 single-shot spectra were acquired from individual grains. This 

was made possible by the fact that each solid grain was larger than the 40 µm analytical spot 

size.   

Representative spectra of acetamiprid, chlorpyrifos, λ-cyhalothrin, tebuconazole, and 

tefluthrin are shown in Fig. 48. The overall spectral patterns are similar, reflecting their 

comparable elemental composition (mostly C, H, O, N, and Cl). Subtle differences are evident 

in the relative intensities of selected lines and in the structure of the C2 and CN molecular 

bands. Low-intensity P lines (231.54 and 253.39 nm) appear in chlorpyrifos, while F lines 

(685.60, 687.02, 690.25, and 690.98 nm) are observed in λ-cyhalothrin and tefluthrin. Chlorine 

is present in all spectra at 833.3 and 837.59 nm, whereas sulfur lines were not clearly detected 

in chlorpyrifos. 

Detection of non-metallic elements by LIBS is generally more effective in the VUV 

region or via molecular emission enhancement strategies [202-204], so the weak lines observed 

here are expected. Additionally, relying on a single elemental line such as chlorine, as was 

earlier described in the background section [81,194], is unlikely to provide reliable 
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discrimination, particularly in direct analysis of tomato surfaces, where naturally occurring 

chloride is abundant [205,206]. 

 

 

Figure 48. LIBS spectra of the pure solid pesticides measured in air.  

Intensities are normalized to that of the C I 247.85 nm line. Figure reproduced from own publication [P6]. 

 

I also performed comparative classifications using LDA and RF on the LIBS spectra of 

the pure pesticides to evaluate whether the spectral information was sufficient for reliable 

discrimination, despite the visual similarity of the spectra in Fig. 48. Each model was trained 

10 times using randomly selected subsets (70% of the data; 35 of 50 spectra per run). The 

average accuracy of RF training consistently achieved 100% accuracy across all runs, whereas 

for LDA it was 73.3 ± 1.5%. These results indicate that classification based on LIBS spectra is 

feasible and reasonably robust. 

 

7.5. Classification based on direct measurements 

One approach evaluated for pesticide detection involved LIBS measurements taken directly on 

tomato peels spiked with pesticide solutions, without sampling (the sampling-based strategy is 

discussed in the next section). Because moisture is known to adversely affect LIBS signal 

intensities [207], experiments were conducted on both dried peels and fresh peels (with its 

natural water content) in order to test the effect.  

Spectra were collected from peels treated at three concentrations (1, 0.1, and 

0.01 m/v%), acquiring 50 single-shot spectra per treatment. These concentrations reflect 

typical on-field application levels on crops [208-211]. Chemometric analysis was performed 
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on the complete dataset (without preprocessing) using LDA, CT, and RF classifiers. For each 

pesticide, 35 spectra were randomly selected as the training set, and the procedure was repeated 

ten times with new random selections. Confusion matrices were generated for each run, and 

overall model accuracies were calculated as the mean of classification accuracies across 

pesticides and concentrations. Mean values and standard deviations were then determined to 

assess repeatability. The resulting discrimination performance is presented in Fig. 49. 

For both fresh and dried peels, LDA achieved ca. 50% accuracy, which is reasonable 

given its restriction to linear decision boundaries in low-dimensional space. CT performed 

noticeably better, achieving mean accuracies near 80% across all concentrations. RF provided 

the highest performance, correctly classifying nearly all spectra (100%) regardless of peel 

condition or concentration. Standard deviations across repetitions were small, indicating good 

repeatability of the classification workflow. The very high RF performance likely reflects two 

factors. First, training was conducted at the level of individual laser shots spectra originating 

from the same treated peel, meaning many spectra were highly similar, facilitating pattern 

recognition [212]. Second, in high-dimensional LIBS datasets (thousands of variables with 

relatively few samples), RF can achieve very high training accuracy and may be prone to 

overfitting when validation is not performed exhaustively [213]. 

 

 

Figure 49. Comparison of training performance across classifiers for the fresh peel (left panel) and dry peel 

(right panel). Bars show average accuracy over 10 runs; error bars indicate repeatability. Figure reproduced 

from own publication [P6]. 

 

According to the RF variable-importance analysis, the predictors that contributed most 

to classification were emission lines of Na, K, Ca, Mg, and Al. These elements most likely 

originated from impurities, the tomato peel matrix, or occasional penetration into the ablation-

well surface. Thus, higher accuracies obtained earlier do not fully reflect intrinsic classification 

performance, as they may depend partly on pesticide purity or matrix differences rather than 

molecular characteristics. 
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To minimize such matrix effects, spectra were pre-processed in the next evaluation step. 

Polynomial background correction was applied, and strong emission lines associated with Na, 

K, Ca, Mg, and Al (from the NIST database), as well as lines present in blank tomato peels, 

were masked. Feature selection was then conducted using RF variable importance to identify 

informative wavelengths [94]. Five-fold cross-validation was performed on the training set 

while varying the number of retained features (10-60), achieving training accuracies of 59-82% 

and cross-validation accuracies of 51-54%. As a compromise between model complexity and 

performance, the top 50 wavelengths were selected. Among the RF-selected predictors, the 

most frequent features corresponded to C, P, O, H, and Cl emission lines, as well as C2 and CN 

molecular bands (Table 4), with small wavelength shifts between fresh and dry peels due to 

matrix effects. This confirms that masking effectively removed contributions from common 

contaminants while retaining chemically meaningful predictors. For each repetition, RF 

importance was recalculated on the respective training subset [213]; the 50 selected 

wavelengths were extracted, and LDA and RF models were fitted and evaluated on independent 

test spectra. For CT, separate feature selection was omitted because trees inherently perform 

variable selection, and preliminary testing showed no benefit from further restriction. All 

calculations followed the procedure described previously. The resulting classification 

performance is presented in Fig. 50. 

 

 

Table 4. Discriminative emission features among the top-50 RF-selected wavelengths for the fresh and dry 

tomato peels used for the chemometric models. Figure reproduced from own publication [P6]. 
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Fig. 50. Overall training accuracies (mean of 10 runs) and repeatability (error bars) of the classifiers for the 

fresh peel (left panel) and dry peel (right panel) applied to the top 50 RF-selected features. Figure reproduced 

from own publication [P6]. 

 

For the fresh peels, LDA and CT achieved accuracies of ~75-80% across all 

concentrations, while RF classified all spectra correctly (100%). For the dry peels, LDA and 

CT performed slightly better (upper-70% to low-80% range), and RF again achieved perfect 

discrimination. The limited concentration dependence and small error bars indicate that the 

selected wavelengths retain pesticide-specific information that remains stable despite drying 

and dilution of the residues. 

Although RF-based feature selection reduced the dataset to the 50 most informative 

wavelengths, RF still reached 100% training accuracy. This agrees with previous observations 

that RF may overfit in high-dimensional, small-sample contexts, even after variable selection, 

and that reliable performance assessment requires strict nested validation [214,215]. Therefore, 

LDA and CT likely provide more realistic estimates of achievable discrimination under the 

present conditions. Generated confusion matrices for LDA and CT (Tables 5-8) show diagonal 

values predominantly in the mid to high 80% range, with little dependence on concentration. 

Across models, cyhalothrin shows the lowest correct-classification rate, whereas tefluthrin and 

chlorpyrifos are generally the most consistently identified. 

 

 

  



85 
 

Table 5. Confusion matrices for LDA classification on the training set on fresh tomato peel, containing data 

for the average accuracy (%) and repeatability from 10 repeated calculations for all samples with randomly 

selected spectra. Numbers in the diagonal are the percentages of correctly classified spectra. Table reproduced 

from own publication [P6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6. Confusion matrices for CT classification on the training set on fresh tomato peel, containing data for 

the average accuracy (%) and repeatability from 10 repeated calculations for all samples with randomly selected 

spectra. Numbers in the diagonal are the percentages of correctly classified spectra. Table reproduced from own 

publication [P6]. 
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Table 7. Confusion matrices for LDA classification on the training set on dry tomato peel, containing data for 

the average accuracy (%) and repeatability from 10 repeated calculations for all samples with randomly selected 

spectra. Numbers in the diagonal are the percentages of correctly classified spectra. Table reproduced from own 

publication [P6]. 

 

 

 

Table 8. Confusion matrices for CT classification on the training set on dry tomato peel, containing data for 

the average accuracy (%) and repeatability from 10 repeated calculations for all samples with randomly selected 

spectra. Numbers in the diagonal are the percentages of correctly classified spectra. Table reproduced from own 

publication [P6]. 
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7.6. Classification by measurements based on sampling 

A more convenient approach for performing the pesticide LIBS analysis would be avoiding the 

need to pick and peel tomato samples. Therefore, I also investigated a sampling-based strategy 

in which pesticide residues were transferred from the fruit surface onto a substrate before LIBS 

analysis. Nanoporous glass (NPG) disks were selected because they effectively absorb and dry 

microliter-scale droplets, producing laterally uniform deposits. The penetration depth of the 

liquid (hundreds of micrometers) greatly exceeds the LIBS ablation depth (a few micrometers), 

enabling repeated single-shot measurements with similar sensitivity. NPG therefore provides a 

practical way for analyzing solution residues such as pesticides [216]. 

Pesticide residues from fresh peels treated with 1 m/v% pesticide solutions were 

collected by the cotton-swab transfer method and deposited onto NPG disks. 28 single-shot 

spectra were then recorded per sample at a grid with 1 mm spacing between spots. Spectra were 

pre-processed using polynomial background correction, and emission lines present in blank 

NPG spectra were masked. LDA, CT, and RF models were first trained on LIBS spectra from 

pesticide solutions deposited directly on NPG (training set). The transferred residue spectra 

were then classified as an independent prediction set. The results are shown in Fig. 51. 

 

Fig. 51. Classification accuracies of models trained on solution spectra and tested on residues transferred from 

tomato peels to NPG. Models were trained using 1 m/v% pesticide solutions. Figure reproduced from own 

publication [P6]. 

 

Classifiers trained on NPG substrates performed moderately well; CT outperformed 

LDA, while RF again fitted the training set completely. However, accuracies decreased sharply 

when applied to the prediction set. The most likely explanation is loss of analyte during 

sampling, because the cotton swab may retain a substantial fraction of the residue. Additional 

factors may include transfer of cotton fibers, which could attenuate the signal, and the possible 

co-transfer of waxy peel components that interfere with the spectra. Overall, the sampling-

based approach did not provide the accuracy or reliability required for robust classification. 
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8. SUMMARY  

During my doctoral research, I focused on advanced laser-induced breakdown spectroscopy 

(LIBS) by improving its sensitivity, spatial resolution, mapping capability, and analytical 

reliability. My work encompassed methodological development and instrumental innovation 

for both fundamental and application studies. 

A central line of research addressed how plasmonic nanoparticles can be used to boost 

LIBS signal intensity through localized surface plasmon resonance. I demonstrated that if a 

proper nanoparticle deposition technique is employed then NE-LIBS mapping is a viable and 

analytically advantageous approach. I found that out of the three tested deposition techniques 

the sputter-coating of the solid sample surface with a thin gold layer followed by a thermal 

treatment that converts the layer into nanoparticles, is a practical and well-controllable NE-

LIBS sample preparation approach. This approach offered three advantages: good control of 

nanoparticle size and density, good reproducibility, and compatibility with analytical mapping. 

I systematically optimized deposition conditions and studied the influence of laser fluence, spot 

size, wavelength, and detector gating on the achievable signal enhancement. The results 

showed that enhancement factors of 25-30 can be achieved, and that the most critical 

parameters are laser fluence and gate delay. I also demonstrated that a spatial resolution of 100-

200 µm can be achieved for elemental mapping. Finally, I applied the optimized NE-LIBS 

method for hyperspectral mapping. Its usefulness was successfully demonstrated in two 

qualitative analytical applications involving sample types of practical importance (granite 

rocks, paints). The results confirm that NE-LIBS can be a practical and powerful strategy to 

increase analytical sensitivity and improve spatial discrimination. 

A second focus was developing LIBS as a quantitative mapping tool for nanocomposite 

thin films. Results show that LIBS elemental mapping provides reliable and practical analysis 

for assessing the lateral distribution of nanoparticles in polymer nanocomposite thin films, with 

100 µm spatial resolution. Through optimization of laser parameters and a detailed study of 

ablation behavior I demonstrated that, when using a 266 nm laser wavelength and laser pulse 

energies of approximately 10 mJ, the method is suitable for polystyrene films up to ~450 nm 

thick and for surface gold concentration between 3 and 700 ng·mm-2. Patterned films 

containing nanoparticle gradients were mapped successfully, and the technique also enabled 

extraction of particle number distribution data when particle size was known. Since LIBS 

mapping is rapid, applicable to large areas, and compatible with a wide range of nanoparticle 

compositions, the approach represents a broadly usable tool for nanocomposite film 

characterization. 

Another contribution involved exploring new laser sources for LIBS. I experimentally 

demonstrated that a master oscillator power amplifier (MOPA) fiber laser, capable of tunable 

pulse shapes and very high repetition rates are highly suitable for LIBS. By investigating time- 

and wavelength-resolved plasma emission, and signal-to-noise behavior, I showed that pulse 

shapes concentrating most energy at the pulse head provide the best analytical performance. 

Multi-pulse LIBS produced particularly strong enhancements, even when using interpulse 

delays up to 100 µs, the second pulse always generated significantly stronger emission than a 
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single-pulse. Demonstrations on steel samples confirmed good analytical performance for Cu, 

Ni, and Cr detection. These findings reveal that pulsed fiber lasers as promising alternatives to 

conventional solid-state LIBS lasers. 

Finally, I addressed the challenge of identifying organochlorine pesticides on the 

surface of agricultural products. Using LIBS combined with machine learning data evaluation 

(LDA, CT, RF) for the detection of pesticide residues on the surface of tomato fruits in an effort 

to develop a fast screening methodology. I showed that several hazardous pesticides can be 

detected from the surface of tomato fruits at concentrations as low as 100 ppm. Both direct 

surface analysis and indirect sampling approaches were compared, and a closed ablation cell 

was developed to ensure safe testing conditions. It was found that the application of spectral 

masking and advanced feature selection approaches are necessary to make the classification 

reliable of training the machine learners for common contaminants in the pesticides. 

Classification based on direct LIBS analysis, directly on tomato peels, proved to be 

significantly more reliable than the indirect analysis (transferring residues from the tomato 

surface). Across all concentration levels and for all machine learning models tested, the 

classification performance remained consistently high, with accuracies ranging from 77% to 

100%. Among the algorithms, RF performed the best; however, the instances of 100% accuracy 

were likely indicative of overfitting. The accuracies achieved using LDA and CT, were within 

the 77-90% range, which appear to be more representative of realistic model performance. The 

results indicate that qualitative discrimination analysis using LIBS data is a promising 

candidate for the fast and reliable detection of hazardous pesticide residues on crops.  

Together, these results show how LIBS performance can be systematically enhanced 

through nanoparticle-assisted plasmonic amplification, advanced laser technology, optimized 

mapping strategies, and modern data analysis tools. The methods developed here broaden the 

applicability of LIBS to areas ranging from nanomaterials research and geochemistry to 

industrial coatings and food safety monitoring. 
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