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1 Introduction

Computed Tomography (CT) is an imaging technique in which an object can be recon-
structed slice-by-slice without damaging the object [13]. To achieve this, one exposes the
object of study to some kind of penetrating wave or radiation (e.g., X-ray, seismic waves,
ultrasound, neutron beams, radio waves, etc.) and uses mathematical tools to derive the
structure of the object from the changes of the waves passing through the object or re-
flected from it [8]. CT has a wide scope of applications considering fields such as medical
imaging [[15]], geology [10], non-destructive testing [14], etc.

In the case of transmission X-ray tomography, measurements are taken with penetrating
X-ray radiation. As the radiation passes through the object, it attenuates proportionally to
the linear attenuation coefficient of the material it crosses. There are multiple sensors
placed behind the object, where the total attenuation of an X-ray beam is detected at a
given view angle. One can reconstruct the attenuation coefficient at any given point of an
object if a large enough number of measurements are available at different view angles.

Measurements used by a tomographic method are usually affected by distortions [9].
Many sources of distortions exist, among which the most common problems are physical
phenomena related to data acquisition, such as beam hardening and Compton scattering.
Measured values can also be affected by electrical noise [[7], and geometric inconsistencies
in the CT scanner can cause additional artifacts. Furthermore, the reconstruction method
itself and the discrete representation of the resulting images may also introduce errors [8].

This thesis summarizes the research of the author in the field of transmission X-ray
tomography. The binding concept of the conducted research was to improve the quality of
the reconstructed image with the reduction of previously mentioned artifacts by improving
existing reconstruction algorithms and the fusion of CT and Convolutional Neural Network
(CNN) techniques.

The number of projections and detector elements in a CT is limited. In addition, recon-
struction is usually performed on a discrete grid. These restrictions of the model create
artifacts in the reconstructed images. In Chapter 2, I show that the type of interpolation
used during forward projection and backprojection strongly influences these artifacts (i.e.
interpolation errors). The connection between pixel coverage and interpolation error is
also obtained to get a better understanding of the interpolation errors, and I also propose
an effective correction method to reduce the effects of interpolation errors in reconstructed
images. I tested the proposed method in a comprehensive experiment, where I found that
the proposed correction method can significantly improve the quality of the reconstructed
images.

Combining computer tomography with deep learning methods is an effective way to
achieve improved image quality and artifact reduction in reconstructed images. In Chap-
ter 3, I present three novel neural network architectures for tomographic reconstruction
with reduced effects of beam hardening and electrical noise. In the case of two novel
networks, multiple skip connections maintained a strong bound between the parts of the
neural network that allowed the projection data and the reconstructed image to be im-
proved together. The proposed methods were tested on datasets generated by me. The
datasets contain physically correct simulated data and show strong signs of beam harden-
ing and electrical noise. We also performed a numerical evaluation on the reconstructed
images corrected by neural networks according to three error measurements. The experi-



mental results showed that the reconstruction step used at the end of the neural network
or in skip connections in neural networks improves the quality of the reconstructions.

1.1 Fundamentals

Let the attenuation coefficients of the material in a two-dimensional cross-section is rep-
resented by the f : R?> — R function. The projections of f can be obtained by the Radon
transform as

[Rf](a,t) = /_oO f(tcos(a) — gsin(«), tsin(a) + g cos())dq (D

where the (o, t) pair determines a line in the two-dimensional space, by giving its direction
and distance from the origin, respectively. Figure [1| illustrates an object and one of its
projections using parallel beam geometry, where a projection consists of projection lines
that have the same o directions. With Equation [1| the mathematical description of the
reconstruction problem can be defined as finding an f’, such that [Rf'|(a,t) = [Rf](a, 1),
for all measured («, t) projection lines.
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Figure 1: Left, illustration of the Radon transform. Right, acquisition of a projection that
highlights the discretized nature of the task.
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In CT scanners, the object of study is located between the X-ray source (S) and the
detector (D), resulting in a limited span of f. Therefore, the range to be integrated can
be simplified to the [S, D] interval in Equation[I} We can say that the reconstruction of the
object is performed on an n x n sized digital image consisting of uniform distinct pixels
with sides of unit length. We also note that the measurements are available on a discrete
grid due to the fact that the detector consists of multiple detector elements placed next to
each other (see Figure [1)).

With the above restrictions, we can define the reconstruction problem as a system of
equations as follows: let us say, that we have an n x n image x on a square grid indexed
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in a row-major order, as shown in Figure 2| Furthermore, let the sinogram be a vector p,
with m,, projection angles each containing m, detector values indexed in a detector-major
order. In this way, let p; (i € m, m = m, - m,y) be the i-th ray shown in Figure The
following linear equation can be stated:

TL2
ZW@' T = pi, 1=1,2,....m (2)
j=1

where W is the projection matrix (or system matrix), which contains the connection be-
tween all rays and pixels ordered by view angles. Basically, the IV;; is a weight that defines
the z; pixel proportion in the p; projection.
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Figure 2: The reconstruction problem as a system of linear equations. x,, is the pixels of an
image on a square grid. p; is a ray at a given position and angle. § represents the distance
between neighboring rays.

2 Discretization artifacts

Real world objects have structures of infinite detail that one cannot capture technically
and cannot handle computationally. Therefore, the reconstructed image and the projec-
tions are usually modeled on a discrete grid in transmission X-ray tomography. Due to the
discrete representations, one can only give an approximate formulation of the projection
geometry. Therefore, the weights of the projection matrix are calculated using the so-
called “interpolation methods”. With the interpolation of the weights, one estimates the
contribution of a certain pixel to the certain projection line. The different kinds of interpo-
lation result in different structured artifacts in the reconstructed image. Figure {4/ shows an
example of an interpolation error by presenting the difference between the reconstructed
image (Raw) and its ground truth (GT). The GT image is also presented. What we call
interpolation error is the patterns originating from the center of the image and widening
as the corners get closer.

Chapter 2 of the PhD thesis is built around the interpolation methods that I organized
into two studies. In the Comparison study, I compared eight interpolation methods on our
test dataset in multiple different settings. The included interpolation methods were Cubic,
MLinear, Nearest, Spline, Line, Linear, Strip and GDI. After that, a correction technique is
proposed in the Correction Study to reduce the errors caused by the interpolation methods.
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2.1 Comparison study

Figure 3| shows the results in one of the multiple settings that I tested. Values are averages
of the geometrical dataset using Structural Similarity (SSIM) [[19] and 285 projections.
The added noise levels indicated such as P is Poisson-type noise and G is Gaussian-type
noise. The reconstructed algorithms tested were Filtered Backprojection (FBP) and the
Simultaneous Iterative Reconstruction Technique (SIRT). The performance of the interpo-
lation methods are different according to the SSIM. However, smaller differences can be
obtained between the interpolation methods using SIRT. This suggest that the SIRT is less
sensitive to the interpolation error than the FBP.

FBP SIRT

[cubic I@MLinear[ INearest [spline [lLine IlLinear WlStrip I:IGDI‘ [cubic E@MLinear[ INearest [Spline [lLine IlLinear WlStrip I:IGDI‘
s Sl -

0 - i) L]
G36dB  G42dB G48dB  noiseless P 48dB P 42dB P 36 dB G36dB  G42dB G48dB  noiseless P 48dB P 42 dB P 36 dB

Figure 3: The diagrams show the average SSIM for the geometrical phantoms with 285
projections. The center of the diagrams shows the noiseless case. The effect of the Gaussain
noise is shown to the left, Poisson noise to the right side.

2.2 Correction study

We found that the interpolation artifacts are diverse properties of the interpolation meth-
ods but are closely related to how much the rays contribute to a pixel in the projection
geometry. The concept of obtaining the contribution is what we will call pixel coverage. It
can be calculated in multiple ways by considering one ray or a group of rays. Let us define
two versions of the pixel coverage using the notations introduced in (2). Let the global
coverage of the j-th pixel of x be defined as

Ci=> Wy, 3)

giving the sum of coefficients in all the projections. Moreover, let O, be the set of projection
line indices i belonging to the projection angle k, and let the C; ¢, directed coverage of the
j-th pixel be calculated as
Ciop= > Wi (4
1€O
For each pixel this gives us the sum of projection coefficients within a projection.
The directed and global pixel coverage determine how much a pixel contributes to a
projection or the sum of projections. It also reflects how much intensity is propagated into

4



the specific pixel when reconstructed. We assume that imbalances in the local and global
pixel coverage show how uneven the representation of pixels in the geometry is, and thus
can cause artifacts.

To show this phenomenon, we calculated projection matrices with the same geometries
but different interpolations. We then calculated the global coverage of each z; pixel for
each interpolation. With Line interpolation, the resulting global coverage map is shown
in the fourth row of Figure [4 Note that the global coverage map is what we will refer to
simply as pixel coverage.

Our proposal is to even out the global coverage map by dividing the weights of the
projection matrix in every given view angle by the corresponding directed coverage, i,e,

w!

zj:

VVij/Cij | 1€ 0y . (5)

Basically, we normalize the weights by the sum of the weights within the angles. After
normalization, the directed coverage map of I} is equal to one for all angles. The effect of
the correction is shown in Figure[4] Note that the patterns in the second and fourth column
correlate with each other, and significant improvement was obtained after correction (third
row) in the case of the Line interpolation.

Pixel coverage

Raw - GT Corrected - GT

Figure 4: The ground truth (GT) phantom and the results with Line interpolation. Raw:
reconstructed with the unnormalized projection matrix, Corrected: reconstructed with the
normalized projection matrix and the global pixel coverage map.

3 Artifact reduction using U-net based neural networks

In one major topic of my research, I was working on combining the FBP with an outstand-
ingly versatile and useful deep learning tool called U-net [[17]. The U-net is an artificial
neural network with a special structure, but generally speaking the U-net is part of the
Convolutional Neural Network (CNN) and deep learning families as one of the
sub-fields of artificial intelligence. These kinds of techniques have achieved outstandingly
good results in the field of computer vision and digital image processing in the last decade.
Similarly, the application of CNNs became a trend in CT research.

I present my work in Chapter 3 of this PhD thesis, where I combined the two fields in
a unique way to provide highly accurate methods for the case of tomography when the
projection data show strong signs of beam hardening and random electrical noise.



Beam hardening is a physical phenomenon [13]], which occurs because the lower en-
ergy photons of the polychromatic radiation are absorbed with a higher probability in the
material of the object studied than the higher energy photons. Therefore, if polychromatic
radiation is passing through an object, it will lose a greater proportion of its lower energy
photons, so the ratio of higher energy photons will increase relative to the lower energy
photons. As this happens, one can say that the beam becomes harder, which means that
the inner layers of the object will interact with radiation having a different characteristic.
Beam hardening artifacts appear in two forms, such as cupping (the interior of the object
appearing to be darker) and dark or light streaks (see Figures |5 and [6).

Another type of distortion that occurs during the data acquisition in tomography is
called electrical noise. Electrical noise is a random factor in the measurement process
causing random changes of the measured values [7]. In the reconstruction, it can cause
streaks and random changes in the pixel values.

In order to cope with these distortions of the measurements (beam hardening and elec-
trical noise) we introduce several changes to the original U-net structure [[17]. Moreover,
we designed three novel U-net based methods for reducing artifacts in the reconstruc-
tions. We needed a dataset to train neural networks; therefore we created a database with
a virtual CT scanner called GATE [11} [12], producing realistic simulations of projection
data.

3.1 FBP in the neural network

In this section we compare our neural network called TomoNet1 with DSENet, SinoNet and
ReconNet. All of these are based on the popular U-net structure, but their goal is different.
The DSENet inputs are distorted projection data and its aim is to produce the error of the
projection data in its output compared to ground truth projections. The SinoNet trained
to improve the projection data as a preprocessing before the reconstruction step. On the
contrary, ReconNet improves the reconstructed image after the reconstruction step. Our
TomoNet1 starts with SinoNet but we attached element after that corresponding to the FBP
algorithm. In this way, the reconstruction step became part of the neural network.

The average (AVG) error and standard deviation (STD) of all test phantoms are shown
in Table |1, We calculated three error metric namely the Peak Signal-to-Noise ratio (PSNR),
Structural Similarity (SSIM) and Mean Squared Error (MSE).

Figure[5|displays the resulted images of the methods and the corresponding error maps.
One can obtain a lot of streak artifacts with no correction, which are highlighted by the
error maps. The error maps highlight the shape distorting effect of the ReconNet. Moreover,
they confirm our observation on the inability of DSENet to decrease the electrical noise.
The performance of the SinoNet and TomoNet1 are similar looking at the error maps, but
differences are visible in favor of the TomoNet1. Figure [6] shows the intensity profiles along
the yellow lines of Figure

3.2 Using FBP as skip connections in the modified U-net

In this section we introduced two novel neural network called TomoNet2 and TomoNet3. In
the case of these networks, multiple reconstruction layers were integrated into the struc-
tures as skip connections. These skip connections were able to maintain a strong bound



Table 1: The results of Section

Method No correction DSENet SinoNet TomoNet1 ReconNet
Error type AVG STD AVG STD AVG STD AVG STD AVG STD
PSNR 21.5835 | 3.4374 | 23.0994 | 1.8045 | 32.1394 | 4.4240 | 34.5345 | 4.8039 | 31.2619 | 4.2749
SSIM 0.8233 | 0.0798 | 0.8727 | 0.0344 | 0.9860 | 0.0073 | 0.9911 | 0.0055 | 0.9903 | 0.0054
MSE 0.0091 | 0.0064 | 0.0053 | 0.0021 | 0.0010 | 0.0009 | 0.0006 | 0.0008 | 0.0012 | 0.0013

DSENet SinoNet TomoNet1 ReconNet

.

Figure 5: An example of the resulted reconstructions of the neural networks with SSIM error
maps. SSIM maps are inverted for better visibility, therefore darker pixel means better result
in the given location.

No correction

Results

SSIM

1 T
—ground truth
0.8} —no correction
—DSENet
>067 SinoNet
Z’ —TomoNetl
[ 0.4 ReconNet
E 1
=02 \ 1
. (A ol
W/ \\! vy
20 40 60 80

Pixels

Figure 6: Intensity value profiles along the lines shown in Figure @

between the parts of the neural network that allowed the projection data and the recon-
structed image to be improved together.

Table [2|shows the average and standard deviation values of the reconstructed phantoms
produced by the tested methods. Comparing to the basic FBP, all of the networks improved
the quality of the reconstructed images. We can also say that the TomoNet2 outperformed
the others, but it was followed closely by TomoNet3.

Figure |7| presents an examples from our test pantoms. The FBP reconstruction shows
strong signs of beam hardening artifacts and electrical noise with the FBP. The errors have
been highlighted by the Mean Absolute Error (MAE) error maps. The usage of ReconNet
lead to highly homogeneous objects, but ReconNet did not preserve the shapes of the ob-
jects. SinoNet and TomoNet1 kept the edges well, but they also left a significant amount
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of artifacts on the images. TomoNet2 and TomoNet3 gave the best looking results. Note
that TomoNet2 resulted in more homogeneous objects, which is preferable according to
the ground truth image.

Table 2: Results of the neural networks in Section

Method FBP SinoNet ReconNet TomoNet1 TomoNet2 TomoNet3
Error type | Average SD Average SD Average SD Average SD Average SD Average SD
PSNR 27.5021 | 4.6894 | 31.9951 | 4.3509 | 33.0133 | 4.7227 | 33.9611 | 4.5637 | 38.1958 | 4.7906 | 36.4728 | 5.2715
SSIM 0.9372 | 0.0399 | 0.9865 | 0.0070 | 0.9935 | 0.0041 | 0.9897 | 0.0051 | 0.9977 | 0.0016 | 0.9972 | 0.0018
MSE 0.0032 | 0.0042 | 0.0010 | 0.0009 | 0.0009 | 0.0013 | 0.0007 | 0.0008 | 0.0003 | 0.0004 | 0.0005 | 0.0007

Results MAE Results MAE

TomoNet1

TomoNet2

3
£
3
5

TomoNet3

Figure 7: An example from the resulted reconstructions of Dataset A with MAE error maps.

4 Contributions of the thesis

In the first thesis group, the contributions are related to the errors of discrete projec-
tion geometries with different interpolation methods. I examined interpolation methods
in various settings to find their advantages and disadvantages. I proved the connection
between pixel coverage and the interpolation errors and showed how to reduce the ef-
fects of interpolation errors using the pixel coverage. Detailed discussion can be found in
Chapter 2.



I/1. Iimplemented a framework to test popular interpolation methods in various settings.
The framework considers different projection geometries, seven noise levels, and two
reconstruction algorithms. I evaluated the results of multiple tests on our datasets
and popular head phantoms based on three error metrics.

I/2. 1 found that the iterative reconstruction algorithm was less sensitive to the applied
interpolation method than the analytical reconstruction algorithm.

I/3. Iproved the connection between pixel coverage and the interpolation error by experi-
ments. I applied the pixel coverage to get a better understanding of the interpolation
errors and also to visualize the different artifact structures caused by the different
interpolation methods.

I/4. Tused a correction formula for the projection matrix based on pixel coverage to elimi-
nate interpolation errors from the reconstructed images and I proved by experiments
that the proposed correction method can reduce the interpolation error.

I/5. I showed that the interpolation error of the methods can be reduced by increasing
the number of projection lines, but the increased number of view angles resulted in
only minor changes.

In the second thesis group, the contributions are related to the fusion of computed to-
mography algorithms and deep convolutional neural networks. The neural networks used
are based on the well-known U-net architecture. The combined algorithms were compared
on the basis of their noise and artifact reducing capabilities. Detailed discussion can be
found in Chapter 3.

II/1. I created a physically correct database using GATE simulation software for training
and testing the neural networks. The focus of the created database was the cupping
and streak artifacts caused by beam hardening and the coexisting electrical noise.

II/2. I modified the original U-net and applied it at different stages of the image pro-
cessing pipeline of computer tomography. I proposed a CNN structure (TomoNet1)
where the reconstruction step was attached to the pre-processing CNN as a non-
trainable layer. I showed by experiments that the proposed method yielded superior
results in the comparison.

II/3. 1proposed two neural network architectures (TomoNet2 and TomoNet3), where the
reconstruction step is used as a non-trainable neural network layer in the form of
skip connections. I tested the algorithms on two datasets and showed that the new
architectures outperformed the others, where there was no or only one reconstruc-
tion layer inside the network.

Table |3| summarizes the relation between the thesis points and the corresponding publica-
tions.



Table 3: Correspondence between the thesis points and my publications.

.. Thesis point
Publication /1|12 13|14 | ys |/ |2 13
[1] ° °
[2] ° ° ° °
[3] ° °
[4] Accepted for publication ° o

The author’s publications on the subjects of the thesis

Journal publications

[1] Cs. Olasz, L. G. Varga and A. Nagy. Novel U-net based deep neural networks for
transmission tomography. Journal of X-Ray Science and Technology, VOL(30), 13-31,
2022.

Full papers in conference proceedings

[2] Cs. Olasz, L. G. Varga and A. Nagy. Evaluation of the Interpolation Errors of To-
mographic Projection Models. In 14th International Symposium on Visual Computing,
Springer International Publishing, 394-406, 2019.

[3] Cs. Olasz, L. G. Varga and A. Nagy. Beam hardening artifact removal by the fusion
of FBP and deep neural networks. In Thirteenth International Conference on Digital
Image Processing, SPIE, 1187817, 2021.

[4] Cs. Olasz Addressing discretization artifacts in tomography by accessing and balanc-
ing pixel coverage of projections. (Accepted) In International Workshop on Combina-
torical Image Analysis, Springer International Publishing, 2024.

Further related publications
[5] Cs. Olasz, L. G. Varga and A. Nagy. CT scanner calibration based on optimization.
In 5th Winter School of PhD Students in Informatics and Mathematics., 2018.

[6] Cs. Olasz, L. G. Varga and A. Nagy. Tomografiai modellek interpoldciés hibdjanak
vizsgdlata. In Képfeldolgozok és Alakfelismerdk tdrsasdgdnak 13. konferencidja.,
2021.
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5 Osszefoglalas

Jelen doktori disszertacid a szerz6 kutatdi tevékenységét mutatja be a transzmisszids sza-
mitdgépes tomografia teriiletén. Az elvégzett kutatasok célja az volt, hogy a rekonstrudlt
képek mindségét javitsam meglévé mddszerek fejlesztésével, illetve 4j technikdk kidol-
gozasaval.

A disszertacié két f6 részbol all. A 2. Fejezet az interpoldcids hibak elemzésével
foglakoztam, amelyek a vetiileti adatok és a rekonstrudlt kép diszkrét reprezentdcidja-
bol ered. A 3. Fejezetben a szamitogépes tomografia és konvoliicids neurdlis halézatokat
egyedi médon kombindltam a rekonstrudlt kép mindségének javitdsara sugdrkeményedés-
sel és elektromos zajjal nagy mértékben terhelt vetiileti adatok esetén.

Diszkretizacios miutermékek

A vetiiletek és detektor elemek szdma korldtozott egy CT berendezésben. Tovabba, a
rekonstukciot dltaldban diszkrét rdcson hajtjdk végre. A modell ezen megszoritdsai mui-
termékeket okoznak a rekonstrudlt képeken. A 2. Fejezetben bemutatom, hogy a vissza-
vetités soran hasznalt kiilonb6zé interpolacidos modszerek nagy mértékben befolyasoljak
ezen mitermékeket (mds néven interpoldcids hibdkat). Megfigyeltem, hogy kapcsolat van
a pixelek lefedettsége és az interpoldcids hiba kozott, amely segitette az interpolaciés hibak
jobb megértését. Javasoltam egy modszert az interpolacids hibdk hatdsdnak csokkentésére
a rekonstrudlt képeken. A mddszert egy atfogo kisérletben megvizsgaltam, amelyben azt
talaltam, hogy a javasolt modszer képes szignifikdnsan javitani a képek mindségét. Megfi-
gyeltem tovabba hogy a vetitd sugarak szdmanak novelése a vetiileti geometridban képes
az interpoldcidés hibakat csokkenteni, de a vetiileti irdnyok szdmanak novelése nem tudta
elérni ugyanazt a szint(i javuldst.

Mitermékek csokkentése U-net alapu neuralis halézatok-
kal

A mély tanulas modszereinek hasznalata a szamitdgépes tomografiaban egy hatékony mod
a rekonstrualt képek min6ségének javitasara. A 3. Fejezetben harom 3j mddszert mutatok
be a sugarkeményedéssel és elektromos zajjal terhelt vetiiletek rekonstrukcidjanak javitasa
érdekében. A javasolt 4j mddszerek esetén a rekonstrukcids 1épés a konvoluicios neuralis
halézaton beliil helyezkedik el. Két neurdlis halézat esetén, szamos residudlis kapcsolat
lehet6vé tette, hogy a mddszerek a vetiileteket és a rekonstrualt képet is tudjak egyiittesen
javitani. A mddszereket olyan adathalmazokon vizsgdltam, amelyeket fizikailag korrekt
modon szimuldltam. Az adatokat nagy mértéki elektromos zaj és sugarkeményedés jeleit
mutatjdk. Az objektiv kiértékelést hdrom hiba mérték segitségével végeztem a rekonstrudlt
képeken. A kisérletek alapjan a rekonstrukcios 1épés alkalmazasa a neuralis hdlozat végén
vagy reziduldlis kapcsolatokként javitotta a rekonstrudlt kép mindségét.
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Nyilatkozat
Olasz Csaba “Artifact Reduction in Computed Tomography” cim{ PhD disszerté4ciéjaban
a kévetkez6 eredményekben Olasz Csaba hozzdjdruldsa volt a meghatdrozé:

1. A disszertdcié 2. fejejezetében felhaszndlt, [1] publikdciékban megjelent kutatds
esetén: kisérletek tervezése, lebonyolitdsa és eredmények elemzése.

2. A disszertdcié 3. fejejezetében felhaszndlt, [2,3] publikdciékban megjelent kutatds
esetén: fantomok generdldsa, neurdlis hdldk tervezése, tanitdsa, és eredmények
kiértékelése.

Ezek az eredmények Olasz Csaba PhD disszertdci6jan kiviil mds tudoményos fokozat meg-
szerzésére nem haszndlhatdk fel.
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Az Informatika Doktori Iskola vezet6je kijelenti, hogy jelen nyilatkozatot minden térs-
szerz6hoz eljuttatta, és azzal szemben egyetlen trsszerzé sem emel kifogast.
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