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1. Introduction  

1.1 Motivation and aims  

Today nanotechnology is undoubtedly one of the most important fields of science and 

ÔÅÃÈÎÏÌÏÇÙȢ )ÔÓ ÓÉÇÎÉÆÉÃÁÎÃÅ ÉÓ ×ÅÌÌ ÒÅÆÌÅÃÔÅÄ ÂÙ ÔÈÅ ÆÁÃÔ ÔÈÁÔ ÉÔ ÐÒÏÂÁÂÌÙ ÄÏÅÓÎȭÔ ÈÁÖÅ ÔÏ ÂÅ 

ÉÎÔÒÏÄÕÃÅÄȢ -ÏÓÔ ÐÅÏÐÌÅ ÈÁÖÅ ÈÅÁÒÄ ÁÂÏÕÔ ȰÎÁÎÏȱ ÁÓ ÏÎÅ ÏÆ ÔÈÏÓÅ ÍÙÓÔÅÒÉÏÕÓ ÔÈings that 

will save and destroy humanity at the same time. As usually, reality lies somewhere 

between these two extremes. The ability to manipulate materials on the nanometer scale 

surely gave us such tools in countless fields of life that were hardly imaginable a few 

decades ago. The potential for targeted delivery and controlled release of drugs within the 

human body [1] , enhancing the development of energy, food and water supply [2] , the 

fabrication of lightweight yet strong materials [3]  or the efficiency-increase of solar cells 

and batteries [4]  are just a few examples that nanotechnology can offer. Although 

numerous achievements of nanotechnology and nanoscience have already reached the 

industrial level and hence became part of everyday life, many breakthrough applications 

still exist only within the walls of laboratories. Several criteria have to be met until a new 

technology can break out from the lab, including the supply of affordable base material. 

The basic building blocks of nanotechnology are the nanostructures, which can be either 

nanometer thick layers, nanorods or nanowires, or nanoparticles, which are usually 

referred to as 2D, 1D and 0D nanostructures, respectively [5] . The mass-production of 

such nanostructures by environmentally friendly and cheap means is a crucial 

technological bottleneck if nanotechnology-based product development should continue 

to advance. In the present work I focus on some of the fundamental aspects of spark 

discharge nanoparticle generation, one of the most promising techniques which are 

capable of producing nanoparticles (NPs) with controlled properties even on the 

industrial level. 

NPs can be generated by several different strategies, involving chemical reactions, 

physical means or mechanical transformations [6] . Chemical synthesis methods are dating 

back to the middle of the nineteenth century and very popular due to their capability for 

producing NPs of various compositions with well-controlled shapes and sizes [7] . 

Chemical routes however always involve chemical precursors, reagents and often large 

amounts of solvents, which inherently increase the potential of contamination, which can 

be a game killer at the nanoscale, since impurities can severely alter the properties of 

nanostructures [8] . Physical methods offer a suitable alternative to chemical means, by 

exhibiting inherent advantages over competing methods, such as continuous generation, 

high purity of the NPs, smaller amount of waste and more straightforward scalability [9] . 

The most popular among physical generation techniques is flame pyrolysis, which is an 

established and feasible method for industrial scale production of metal-oxide 

particles [10] , but unsuitable for the production of pure metal particles. Metal NPs are 

often formed by material evaporation in an inert gas followed by subsequent nucleation 

and condensation [11] . Evaporation can be achieved in several ways, e.g. using a 
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conventional furnace [12] , glowing wires [13] , or laser ablation [14] . These methods are, 

however, not energy efficient and their upscaling for mass-production is also problematic. 

The most energy efficient and demonstrably up-scalable method for the evaporation of 

conducting materials is spark discharge generation [15,16]. 

The spark discharge generator (SDG) has an appealingly simple layout that consists of 

a leak-tight chamber, housing two electrodes that are separated by a small gap. For 

creating a spark discharge in between the electrodes, a self-pulsed circuit is typically used, 

consisting of a capacitor fed by a high voltage DC power supply that is connected to the 

electrode gap. Each spark is initiated when the gaseous ambient in between the electrodes 

breaks down, i.e. via the formation of a conducting channel (spark channel) between the 

two electrodes. The spark plasma erodes the electrode material which results in the 

formation of an atomic vapor plume in the spark gap. Due to adiabatic expansion and 

mixing with the carrier gas the atoms cool down and eventually form nanoparticles after 

nucleation, condensation, coalescence and coagulation [17] . 

The potential of spark discharge for mass-production of NPs is only partly based on 

its relative simplicity. More importantly, the generation process could be easily and 

controllably scaled up by placing several electrode pairs in parallel at low cost and with 

minimal impact on the environment. In the BUONAPART-E project, 21 partners from both 

industry and academia worked on this upscaling approach including our research group at 

the Department of Optics and Quantum Electronics at the University of Szeged [16] . 

During the four-year collaboration with researchers from all over Europe we have 

investigated several fundamental aspects of spark-based nanoparticle generation and also 

solved numerous technical challenges along the way. Our team had the opportunity to 

study the fundamental processes taking place in an SDG, in particular those of which occur 

ÉÎ ÔÈÅ ÓÐÁÒË ÐÌÁÓÍÁ ÁÎÄ ÏÎ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÓÕÒÆÁÃÅÓȢ  

Although the main principles of the SDG has been around us since the invention of the 

spark plug of a gasoline engine, the first use as an intentional NP generator dates to 

1988 [15] , when Andreas Schmidt-Ott and his colleagues published their first results. 

Although the design of the SDG is now commercially available [18] , and used by several 

groups [19ɀ25], the very fundamentals of the processes leading to particle formation is 

not yet fully understood. One reason for this knowledge gap lies in the difficulty of 

investigating the stages of the inherently multi scale nanoparticle formation process, 

especially its initial, early phase. Traditionally, there are two main approaches in aerosol 

science, through which gas-borne particles are characterized. One of this is NP collection 

(e.g. sampling on various substrates by using electrostatic precipitators, impactors, etc.) 

followed by off-line electron microscopic analysis. In the other approach, aerosol 

instrumentation capable of in-flight measurements is used, such as the scanning mobility 

particle sizer (SMPS), aerosol particle mass analyzer (APM), aerosol mass spectrometer 

(AMS). However, all of these apparatuses are only applicable further downstream of the 

spark gap, and none can acquire fundamental information in the vicinity of the primary NP 

formation zone. Invasive methods, such as proximity particle sampling (i.e. close to the 
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spark gap) have been attempted for bridging this knowledge gap [26] . However, proximity 

sampling always provides integrated information on the early stages of particle formation 

and the flow field and hence the generation process itself is altered by the sampling 

process. Another great challenge of the investigation of particle formation in an SDG 

starting from the initiation of a spark up until the formation of nano-agglomerates, lays in 

the multi-scale nature of the process. Particle formation takes place on the second or sub-

second timescale, compared to which the duration of the spark stage (which is on the 

microsecond timescale) is negligible. However, each spark has a distinct temporal 

evolution comprising vivid physical phenomena, which affects the electrode erosion and 

hence the resulting NPs. 

The above examples show that the structure of an SDG sets certain limits to the 

applicable experimental techniques. The common SDG design cannot be altered too much 

for the sake of experimenting on the plasma, because that would surely alter the NP 

formation process as well. This limits the potential measurement methods to those which 

are able to acquire relevant information on the processes taking place in the SDG with 

disturbing them the least. Keeping these constraints in mind, the core of the investigations 

presented in this dissertation employ non-invasive, in situ methods, namely temporally 

and spatially resolved optical emission spectroscopy (OES) and imaging, complemented 

with the continuous measurement of the electrical signals (i.e. voltage and current) of the 

discharge for gaining information on the processes preceding particle formation in the 

spark without disturbing the examined processes by any means. These techniques allow 

for the operando investigation of the spark plasma with a temporal resolution on the 

nanosecond time-scale. Optical and electrical methods are complemented with the in situ 

and ex situ characterization of the generated particles, and the ex situ characterization of 

the morphology of electrode surfaces subjected to sparking. These experimental 

techniques allowed me to address the challenge of understanding the peculiarities of the 

spark based NP formation process from several different viewpoints. Each method was 

used for gaining insight into the characteristics of the spark plasma and its effect on the 

electrode material. More specifically, it was aimed to describe the spark plasma, i.e. the 

source of NP generation, in terms of its composition, concentration, temperature, emission 

and morphology as a function of time, space and key control parameters. I also aimed to 

complement these results with investigating the electrode erosion process, including the 

erosion mechanisms and the role of the electrical parameters of the discharge loop. The 

careful selection of the above toolbox and the information acquired with them led us to the 

better understanding of the processes taking place in the spark, and ultimately led to a 

more deliberate control over the nanoparticle generation in SDGs.  

1.2 Generation of nanoparticles  

When one needs to review all the methods through which nanoparticles can be generated, 

probably the most rewarding strategy could be to start with those processes in which NPs 

are not generated. Even if this statement is a bit of exaggeration, one can certainly state 
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that NPs can be produced in a great number of ways. In fact, varÉÏÕÓ ÔÙÐÅÓ ÏÆ Ȱ.0 

ÇÅÎÅÒÁÔÏÒÓȱ ÁÒÅ ÃÏÎÓÔÁÎÔÌÙ ÓÕÒÒÏÕÎÄÉÎÇ ÕÓ ÉÎ ÔÈÅ ÆÏÒÍ ÏÆ ÇÁÓÏÌÉÎÅ ÅÎÇÉÎÅÓ ÏÆ ÖÅÈÉÃÌÅÓ [27] , 

practically any kind of combustion sources [28] , constructions and demolitions or even 

smoking cigarettes [29] , only to name a few. Moreover, independently of the 

anthropogenic sources, NPs have always been existed in the environment due to their 

natural formation mechanisms [30] . It is common in the examples mentioned above that 

NPs are produced unintentionally, unregulated, without control on the final physical and 

chemical properties. It is therefore clear that they are of minor interest in industrial or 

laboratory applications where NPs of well controlled properties are usually needed. For 

the sake of clear distinction NPs synthesized on purpose, aiming to control their 

composition, shape, size, surface functionality, etc. are usually called engineered 

nanoparticles (ENPs) [31] . ENPs can be generated via various techniques which can most 

generally be classified upon the direction of their synthesis route (top-down and bottom-

up approaches), the medium in which the synthesis takes place (gas, liquid and solid phase 

processes), or the nature of the underlying mechanisms (physical, chemical, mechanical 

synthesis). Some aspects of classification of ENPs are shown in Figure 1.2.1, while their 

most important synthesis techniques will be discussed in the following paragraphs. 

 

 
Figure 1.2.1 Some aspects of classification of engineered nanoparticles [31] . 

 

A traditional way of producing fine particles (even in the nanometer range) is size 

reduction of bulk material via bead milling or grinding. It is a top-down, solid phase, 

mechanical method in which solid bulk precursors are grinded by beads of a defined size. 

The average size of the produced fine particles will be about 1/1000 the size of the beads. 

The smallest bead size commercially used is about 200-300 ʈÍ ×ÈÉÃÈ ÉÎ ÔÕÒÎ ÍÅÁÎÓ ÔÈÁÔ 

particles of 200-300 nm diameters can be readily produced via this technique [6] . 

Chemical synthesis of NPs in liquids dates back to the nineteenth century, when 

Faraday produced metal NPs by reducing metal salts with a phosphorous and carbon 

disulfide mixture [32] . Since then reduction techniques are constantly evolving, using 

various reagents to reduce metal salts into colloids, and have become a popular bottom-up 
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technique for producing metal NPs. The as-synthesized particles are highly reactive and 

undergo oxidation or aggregate into larger particles. To prevent this, the process must be 

complemented by a stabilization step either during or immediately after the synthesis [7] . 

One example is the Brust-Schiffrin method, which makes possible the simultaneous 

synthesis and stabilization of metal particles [33] . Another example of the simultaneous 

synthesis and stabilization of NPs via the reduction method is the case of silver show in 

Figure 1.2. [34] . 

 

 
Figure 1.2. Example of reduction-based nanoparticle synthesis. Schematic representation of the 

generation of Ag nanoparticles by a co-reduction process [34] . 

 

Another widely used chemical method is the sol-gel technique. The process starts 

from the liquid solution of organometallic precursors, which form a new phase (sol) via 

hydrolysis and condensation reactions. After aging and drying a dense gel and eventually a 

nanopowder forms, which is especially advantageous in producing ceramic particles of 

high purity and uniform nanostructure at low temperature [35] . 

As it was exemplified above, liquid phase chemical processes involve various types of 

chemical precursors and reagents. Moreover, liquid routes are batch processes, which in 

general require the use of a large amount of solvent. This leads to a great drawback of 

these techniques, namely contamination. Impurities are always more abundant in liquids 

than in gases, while surfactants, typically used as stabilizers, also contaminate the 

produced particles. In contrast to this, physical methods in gases (i.e. via the aerosol route) 

offer the possibility of generating high purity NPs in a continuous manner with a reduced 

amount of waste [9] . These properties are of utmost importance when industrial scale 

quantities have to be produced, which is well reflected by the fact that most of the 

commercially available single-material NPs are produced by gas phase processes [36]. 

Via the aerosol route, NPs can be generated either by following top-down or bottom-

up approaches (cf. Figure 1.2.2). A typical example for the top-down approach goes via 

the formation of droplets by discretization of a solution, which will crystallize to solid 

particles when the solvent evaporates. Droplets can be produced e.g. by nebulization, or 
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electrohydrodynamic atomization. NPs can also be synthesized in the gas phase along the 

bottom-up route, e.g. by gas-to-particle conversion via nucleation, and growth by 

condensation and coagulation [9] . The generated NPs are exceptionally pure, while their 

morphology and size can be well controlled by controlling the cooling of the vapor 

system [37] . NP generation techniques employing gas-to-particle conversion practically 

differ in the way how the material is evaporated. Vaporization can be achieved via using 

e.g. direct heat from combustion (e.g. flame reactors), electrical energy (such as in furnace 

reactors, or via glowing wire, arc and spark discharges, etc.), the energy of various plasma 

sources (most frequently by RF, ICP, microwave plasmas), or the energy of a laser 

pulse [9] . 

 

 
Figure 1.2.2 Possible particle formation routes via aerosol synthesis [38] . 

 

Flame synthesis is an established technique for producing NPs in the gas phase. In 

fact, about 90% of the commercially available aerosol-based nanoproducts are produced 

in flame reactors [10] . The solid or liquid precursor material is vaporized in a combustion 

process (i.e. by using energy of a flame) which results in oxides, forming clusters and 

growing to nanoparticles. The NPs generated in flame reactors are characterized by high 

purity, nonporous primary particles, and small sizes with relatively narrow size 

distribution. Unagglomerated particles as well as multicomponent materials are difficult to 

produce in flame reactors [39] .  

Various types of precursors can be effectively vaporized by employing either cold or 

hot plasmas1. Highly monodisperse particles with limited yield were produced by using 

cold plasmas generated by microwave excitation under reduced pressure [40] . Higher 

production rate can be achieved with dielectric barrier discharges, also characterized by a 

                                                           
1 Cold plasmas are characterized by higher electron temperature than the temperature of gas 
atoms. On the contrary, in hot plasmas local thermodynamic equilibrium exists, i.e. all species are 
characterized by the same temperature at a given spatial point. 
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cold plasma, where an electric discharge is formed between two electrodes separated by a 

dielectric barrier  [41] . Under certain conditions, the source vapor used for particle 

generation was formed via sputtering in a dielectric barrier discharge [42] . Methods based 

on hot plasmas are usually characterized by higher particle yield as compared to cold 

plasmas, however the particle sizes are usually also bigger [9] . In addition, due to the 

higher temperature volatile precursors are not always necessary for the process. In case of 

inductively coupled plasmas (ICP), for instance, micron-sized solid particles can be 

effectively evaporated [43] . In contrast to ICP plasma sources, the electrodes are in contact 

with the forming plasma in case of (transferred) arc discharges. The relatively high 

current (some tens of amperes), characteristic to arc reactors, results in high temperature 

which leads to the evaporation of the electrodes or material contained in a crucible (which 

is a basket-shaped electrode) [44] . The process allows for the generation of a variety of 

pure metal particles with high yield at relatively low power input [45] . Besides the 

technical simplicity, an advantage of arc-based methods is that the sources of potential 

contaminations are limited due to the pure bulk precursors and the electrode material. 

The purity of the generated nanomaterials can (further) be improved, when no other 

material, but the electrodes, serving as precursors, and the carrier gas are present during 

the generation process. This scheme is realized in spark discharge NP generators 

(SDG) [15] . In SDGs bipolar sparks are ignited between two electrodes placed in a 

controlled gaseous environment, which results in the erosion of the electrode material. By 

employing leak-tight generator chambers and purified carrier gas, exceptionally pure 

particles are obtained in SDGs [46,47]. Moreover, by employing different electrode 

materials or alloyed electrodes, material can efficiently be mixed on the atomic scale 

allowing for the production of unique nanomaterials which are e.g. macroscopically 

immiscible [17] . Spark-based NP synthesis also has the potential for scaling up, i.e. its 

production rate can be increased to industrial level, which further increases the interest 

towards the technique [47] . The concept of spark discharge NP generation along with its 

main properties will be discussed in detail in the following sections, after briefly 

introducing the concept of electric discharges and the underlying fundamental process of 

electric breakdown. 

1.3 The electric spark discharg e 

1.3.1 Classification of gas discharges  

Observation of gas discharges dates back to hundreds or even thousands of years, most 

ÌÉËÅÌÙ ÓÔÁÒÔÉÎÇ ÂÙ ÔÈÅ ÁÄÍÉÒÁÔÉÏÎ ÏÆ ÌÉÇÈÔÎÉÎÇ ÉÎ ÔÈÅ ÓËÙȢ 7Å ÃÏÕÌÄ ÁÌÓÏ ÍÅÎÔÉÏÎ 3ÔȢ %ÌÍÏȭÓ 

fire, a phenomenon well known by sailors long ago. Delighting in a fascinating 

ÐÈÅÎÏÍÅÎÏÎ ÏÂÖÉÏÕÓÌÙ ÄÏÅÓÎȭÔ ÃÏÍÅ ×ÉÔÈ ÔÈÅ ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÏÆ ÔÈÅ ÕÎÄÅÒÌÙÉÎÇ ÐÒÏÃÅÓÓÅÓȢ 

One of the earliest scientific explanations on the observed phenomena goes back to the 

18th century, when B. Franklin experimentally proved that laboratory spark discharges 

and lightning have a common nature. The development of the field got a boost, when it 

was realized that the problem of short circuiting between the wires of high-voltage 
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transmission ÌÉÎÅÓ ÉÓ ÒÅÌÁÔÅÄ ÔÏ ÓÐÁÒËÓȢ 4ÈÅ ÐÈÅÎÏÍÅÎÏÎ ×ÁÓ ÔÅÒÍÅÄ ÁÓ ÔÈÅ ȰÂÒÅÁËÄÏ×Îȱ 

of the insulation of air [48]Ȣ 4ÈÅ ÔÅÒÍ ȰÇÁÓ ÄÉÓÃÈÁÒÇÅȱ ÏÒÉÇÉÎÁÔÅÓ ÆÒÏÍ ÔÈÅ ÐÒÏÃÅÓÓ ÏÆ 

discharging a capacitor in a circuit incorporating an electrode gap filled with gas. The 

breakdown occurs when the voltage between the electrodes is sufficiently high, i.e. the gap 

becomes conductive due to the formation of ions and electrons, therefore the circuit is 

closed and the capacitor discharges. The term discharge can be generalized to any process 

when a gas is ionized by an electric field and electric current flows through this ionized 

gas [48] . 

The gas breakdown process is always initiated by charge carriers generated by 

cosmic rays or natural radioactivity. If an electric field is present, e.g. voltage is applied to 

electrodes, these electrons and ions will be pulled in the direction of the electrodes of 

opposing polarity and electric current starts to flow. If the voltage is increased above a 

certain level, the current rises drastically and light emission can be observed. These 

phenomena accompany the breakdown process. The basis of breakdown is the avalanche 

of electrons, which occurs when they can gain as much energy from the electric field as is 

sufficient for ionizing the gas atoms and thus producing additional electrons. The 

peculiarities of the electric circuit and the gas ambient determine how the discharge 

proceeds after breakdown. The main discharge types which can form are glow, arc, spark, 

and corona discharges [48] . Gas discharges result in the formation of a plasma, i.e. an 

ionized gas which is macroscopically neutral2 [48] . It should be noted, that the term 

plasma ɀ attributed to Langmuir ɀ was introduced in connection with gas discharges. It 

was originally used to describe the region of a gas discharge that is not influenced by the 

electrodes or the walls of the discharge tube [49] . 

Glow discharges are usually produced at low pressure and characterized by relatively 

high voltage, low current and very weakly ionized plasma. Glow discharge plasmas are far 

from thermodynamic equilibrium since the electron temperature is much higher than that 

of the gas species .The most typical example of equilibrium gas discharge plasmas is 

produced by an arc discharge. An arc forms between two electrodes when high current is 

allowed to flow in the gap at relatively low voltage. At atmospheric pressure the gas 

temperature approx. equals to the electron temperature meaning that the arc plasma is in 

(local) thermodynamic equilibrium [48] . Due to the high current, arc plasma releases large 

thermal power which can result in the melting of the electrodes. In contrast to arc and 

glow, which are quasi steady, self-sustaining discharges, sparks are transient processes. 

Sparking occurs when the voltage between two electrodes reaches the breakdown voltage 

of the electrode gap and a conducting channel bridges the electrodes. Due to the high 

conductivity of the spark plasma the voltage sharply drops and the discharge ceases. This 

self-ÉÎÉÔÉÁÔÅÄȟ ÔÒÁÎÓÉÅÎÔ ÂÅÈÁÖÉÏÒ ÉÓ ÁÐÔÌÙ ÄÅÓÃÒÉÂÅÄ ÂÙ ÔÈÅ ÃÏÌÌÏÑÕÉÁÌ ÐÈÒÁÓÅ ȰÁ ÓÐÁÒË 

ÊÕÍÐÓȱ ÆÒÏÍ ÏÎÅ ÅÌÅÃÔÒÏÄÅ ÔÏ ÁÎÏÔÈÅÒ [48] . Spark formation is a complex phenomenon 

                                                           
2 Strictly speaking, the following criteria have to be met for calling a macroscopically neutral, 
ionized gas plasma: the plasma oscillation frequency should be much higher than the frequency of 
particle collisions and the Debye length should be much smaller than the characteristic length of 
the system [49] . 
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which can be described by different mechanisms depending on the discharge conditions. 

In general, at small gaps and/or low pressures (about <1 cm at atmospheric pressure) the 

breakdown mechanism can be described by the multiplication of avalanches, or the so 

called Townsend mechanism. In order to explain the experimental results obtained at 

longer gaps and/or high pressure the theory of streamers was introduced by Loeb, Meek 

and Raether. The streamer is a thin ionized channel traveling through the gap, following 

the trace of a primary avalanche [50] . Main features of electric circuits producing either 

spark or arc discharges are schematically depicted in Figure 1.3.1. 

 

  
Figure 1.3.1 Schematic representation of the electric circuits used for producing spark (a) and arc 

(b) discharge plasmas [51] . 

 

The characteristics of a spark discharge can be very different, depending on the properties 

of the discharge circuit. An important distinction between different types of sparks can be 

made via the presence or absence of thermodynamic equilibrium in the discharge plasma. 

The spark plasma can be non-thermal or thermal, depending on the types of sparks 

initiated. An example of spark discharges associated with non-thermal plasmas are the so 

called transition sparks. Transition sparks are produced by repetitively discharging a ~pF 

capacitance in a high-resistance (in the order of megaohms) circuit, which results in a 

train of <100 ns long sparks, far from thermodynamic equilibrium [52] . In contrast to 

transition sparks, which are typically characterized by small discharge gap and very short 

duration, sparks can also be initiated between electrodes of great distances (even in the 

order of meters), having considerably longer characteristic duration. These long sparks, 

however, are also considered to be non-thermal, i.e. far from thermodynamic 

equilibrium  [49] . Spark plasmas, reaching local thermodynamic equilibrium, can also be 

produced. Such spark discharges can be initiated under atmospheric pressure by 

discharging a capacitor (with a capacitance typically in the range of 1-20 nF) in a discharge 

loop consisting of a small gap (typically in the order of millimeters) and having low 

resistance and inductance. The resulting sparks are several microsecond long, 

characterized by high current (in the range of hundreds of amperes), and a bipolar, 

oscillatory nature [53] . This type of discharges, i.e. microsecond-long, oscillatory sparks will 

be discussed in detail in the next section 
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1.3.2 Microsecond -long, atmospheric pressure oscillatory spark discharges  

The wide range of applications in which electrical spark discharges are used, initiated  

numerous investigations aiming for describing the properties of the spark and correlating 

them with the (physical) processes taking place in the discharge gap (e.g. [50,54ɀ56]). A 

remarkable example is spectrochemistry, in which great efforts were made towards the 

description of processes taking place in the so called analytical spark discharges. In this 

particular application spark plasmas are used for sampling and exciting the components of 

a sample to be analyzed, which was thoroughly studied by several researchers for more 

than one hundred years [51,57ɀ60]. Spark discharges used for spectroanalytical purposes 

are produced by discharging a capacitor over an electrode gap under atmospheric 

pressure, connected in series with further resistive and inductive components of the 

electric circuit, as shown in Figure 1.3.2. Thus, the discharge loop can be considered to be 

a serial RLC circuit [53] . When the resistance and the inductance of the circuit are 

sufficiently small the resulting oscillatory discharge exhibits an underdamped character, 

exhibiting a fairly high instantaneous current. Although the exact properties of the 

discharge depend on the R, L and C values of the circuit, the typical duration of these 

sparks are in the microsecond range. The temporal evolution of such high-current, 

microsecond-long sparks are generally divided into four stages: i)  pre-breakdown, 

ii)  breakdown, iii)  arc, and iv) afterglow stages [53,61]. This classification assumes that the 

temporal starting point of the spark is the moment of application of the high voltage, 

provided by the capacitor, to the gap. 

 

 
Figure 1.3.2 Classical electric circuit of a plasma source used for spectroanalytical measurements 

producing microsecond-long, high current spark discharges. The capacitor (C) is connected to the 

charging circuit via a transformer. The discharge takes place in the analytical spark gap (G) 

 as a result of discharging the capacitor via the resistance (R)  

and inductance (L) of the discharge circuit [53]. 

 

During the pre-breakdown stage, the electrons, emitted from the cathode or formed in 

the gas due to environmental ionizing radiation, gain sufficient energy to produce 

ÃÏÌÌÉÓÉÏÎÁÌ ÉÏÎÉÚÁÔÉÏÎȢ 4ÈÅ ÒÅÓÕÌÔ ÉÓ ÁÎ ÅÌÅÃÔÒÏÎ ÁÖÁÌÁÎÃÈÅ ÁÎÄ ÔÈÅ ÅÖÅÎÔÕÁÌ ȰÂÒÅÁking 

ÄÏ×Îȱ ÏÆ ÔÈÅ ÇÁÐȢ )Æ ÔÈÅ ÅÌÅÃÔÒÉÃ ÆÉÅÌÄ ÏÆ ÔÈÅ ÓÐÁÃÅ ÃÈÁÒÇÅ ÏÆ ÔÈÅ ÐÒÉÍÁÒÙ ÅÌÅÃÔÒÏÎ ÁÖÁÌÁÎÃÈÅ 

is sufficiently high, a thin conducting channel (streamer) is formed, which bridges the 

electrodes [48] . Depending on the size of the electrode gap, the (chemical) nature of the 

gaseous atmosphere, the electrode configuration and a few other discharge parameters, 
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the breakdown can be driven by the Townsend mechanism of avalanche multiplication, 

and not by streamers [48] . It is hard to make a clear distinction between the pre-

breakdown stage and the following breakdown stage, but from the point of view of light 

emission, both stages are characterized by the emission of the gas ambient. When sparks 

are initiated in air (or other molecular gas) the emission spectrum of the spark is 

dominated by molecular bands during the pre-breakdown stage, which is gradually 

replaced by the emission of ions of the gas along with intense continuous radiation [53] . 

The breakdown completes when a conducting channel bridges the electrodes allowing 

high current to flow through the gap. The temporal length of the breakdown depends on 

the inductance of the discharge circuit. The smaller the inductance, the shorter the 

duration of the breakdown [61] . The discharge enters the arc stage when electric current 

starts to flow between the electrodes, which eventually results in the erosion of the 

electrode material. This stage usually commences in less than 1 ʈs [62] . As a consequence 

of the intense energy release into the gap (due to the high current), the electrode material 

might melt and evaporate, and the gap will no longer contain the atomic and ionic species 

of the ambient gas only, but also the species of the electrode material. The arc stage is 

characterized by concomitant light emission of the species of the gaseous ambient and the 

electrode material. This lasts until the electrical current ceases, i.e. a few or a few tens of 

microseconds, depending on the electrical parameters of the discharge loop. This stage of 

the spark got its name due to its resemblance to the arc discharge. Despite its transient 

nature local thermodynamic equilibrium (LTE) is reached in typically less than a 

microsecond after the onset of the breakdown in high-current, microsecond-long, 

atmospheric pressure spark discharges [53,63,64]. The practical consequence of this is 

that, similarly to arc plasmas, each temporal point of the discharge can be described by a 

single plasma temperature. As a result of LTE, the population of excited states follows the 

Boltzmann distribution, while ionization equilibria follow the Saha equation. In this 

respect high current, microsecond-long oscillatory sparks can be considered to be non-

stationary arc discharges [53] . 

The emission characteristics of the arc stage of analytical spark discharges was 

investigated in great detail (see e.g. [57] ) and peak plasma temperatures as high as 30000-

40000 K have been reported [65,66], together with electron concentration in the range of 

1017 cm-3 [66] . However, most of the works focusing on plasma properties (instead of the 

emission characteristics itself) were obtained on unipolar discharges in which the 

oscillatory nature of the spark is suppressed, due to its beneficial effort for analytical 

purposes. Bye and Scheeline have investigated the properties of analytical spark plasmas 

in a series of papers [64,67,68]. They reported an average electron temperature of about 

ρφυππϻτυπ K for an analytical spark ignited between Cu and W electrodes in Ar and peak 

ÅÌÅÃÔÒÏÎ ÃÏÎÃÅÎÔÒÁÔÉÏÎ ÏÆ ςȢυϻπȢσϼρπ17 cm-3 [64] . 

It is a ubiquitous observation that light emission from the gap does not cease when 

the electrical current terminates, but the emission from excited atoms can still be 

observed for a relatively long time afterwards, i.e. in the so-called afterglow stage [53] . The 
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duration of the afterglow is much longer than that of the arc stage, e.g. tens or even 

hundreds of microseconds long. However, since the afterglow has much less relevance 

from a spectroanalytical point of view, this stage has been investigated in less detail as 

compared to the arc stage. 

As it was mentioned earlier, the thermal effect of sparking might erode the electrodes 

and material can be released into the gap. This process can be detrimental in some 

applications, e.g. in case of spark switches, but it can also be beneficial in others, e.g. in 

spectroanalytic measurements where electrode erosion is exploited for the vaporization of 

solid samples. Nanoparticle synthesis by spark discharges is another example of the latter. 

In addition to the formation of a plasma plume containing species of both the gas 

atmosphere and electrode material, particles of submicron size have been observed in the 

vicinity of operating spark sources [62] . Although spectrochemists attempted to use the 

fine particles in connection with analytical investigations [69] , these observations 

revealed the potential of high current, microsecond-long oscillatory spark discharges in 

nanoparticle generation. 

1.4 Spark discharge nanoparticle generation  

1.4.1 General concept 

Spark discharge nanoparticle generation is a bottom-up technique for producing particles 

in the gas phase. The principle of the technique is similar to that of the other aerosol-based 

methods (see Section 1.2), but now the initial atomic vapor is generated by means of an 

electrical spark discharge. To my best knowledge, in 1982 was the first time when the 

application of sparks for the purpose of nanoparticle production was reported, by 

Burtscher and Schmidt-Ott [70] . This was followed by a paper in 1988 by Schwyn, Garwin 

and Schmidt-Ott introducing the spark discharge generator (SDG), the setup consisting of 

the electric circuit, the discharge chamber and the gas and aerosol management 

(sub)systems used for assisting nanoparticle production (see Figure 1.4.1) [15] . 

 

 
Figure 1.4.1 Schematic view of the first spark discharge nanoparticle generator [15] . 
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As it was briefly described in Section 1.1, the SDG has a relatively simple design that 

consists of a leak-tight chamber, housing two electrodes that are separated by a small gap. 

The electrodes serve as bulk precursors for the particle generation process, which means 

that the purity of the resulting nanoparticles is limited by the purity of the electrode 

material and that of the gas atmosphere [17] . A big advantage of the technique is its 

versatility. Practically any conducting material can be used as electrodes (including 

metals, alloys, graphite and even semiconductors) allowing for the generation of a wide 

range of nanoparticles in the same system [46] . It is also possible to produce 

multicomponent particles and nanostructures by simply using elemental electrodes of 

different materials, alloys or composite electrodes. It has been demonstrated that the 

technique allows for even creating mixed nanoparticles from macroscopically immiscible 

precursor materials [71] . 

For creating a high voltage spark discharge between the electrodes, a self-pulsed 

circuit is typically used, consisting of a capacitor or a capacitor bank fed by a high voltage 

DC power supply (together representing the charging loop), that is connected in parallel to 

the electrode gap (which forms the discharge loop). The process is unregulated in a sense 

that every spark is individually self-triggered when the voltage on the capacitor, and hence 

in the spark gap, reaches the instantaneous breakdown voltage of the gaseous ambient in 

between the electrodes [11] . Breakdown occurs via the formation of a conducting channel 

(spark channel) between the two electrodes in which the charge carriers are initially 

dominated by electrons and ions of the carrier gas. The typical discharge loop of an SDG is 

similar to the one that is used for spark-based analytical spectrometry. The discharge loop 

is characterized by low resistance and inductance, resulting in high-current, microsecond-

long, oscillatory discharges similar to those described in Section 1.3.2. Therefore even if 

the ÃÏÌÌÏÑÕÉÁÌ ÔÅÒÍ ȰÓÉÎÇÌÅ ÓÐÁÒËȱ implies simplicity, the process is an oscillatory event, in 

which the amplitude of the sinusoidal voltage and current signals is damped exponentially 

and even the polarity varies periodically [72] . 

The spark discharge nanoparticle generation technique exhibits many similarities, in 

terms of the produced particles, with other physical methods based on the ablation of bulk 

precursors. Laser ablation could be mentioned as a typical example, which was shown to 

produce very similar nanoparticles to that of SDGs [73,74]. The greatest advantage of the 

spark-based technique over the laser ablation technique is its relative technical simplicity, 

which also means lower investment costs. SDGs do not require the use of such expensive 

instruments as lasers, while capable of operating in a quasi-continuous manner (by 

repetitively charging and discharging the capacitor) with minimizing the produced 

waste [17] . Additionally, spark-based nanoparticle production is up-scalable. One way of 

scaling up the production rate goes via the increase of the spark repetition rate. The mass 

of the produced particles can be linearly increased by increasing the repetition rate of the 

sparks [46] . However, in the classical SDG design described above, the maximum 

repetition rate is limited to a few hundreds of Hz by the capacitor charging power supply. 

This poses a limitation to the maximum achievable particle yield. To overcome this 
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limitation a novel high frequency power supply was recently developed, designed for 

SDGs. This power supply extends the applicable spark repetition rate up to about 

20 kHz [17] . Another way of scaling up the production rate is the connection and 

operation of multiple SDGs in parallel, which can further increase the particle yield, 

potentially even to meet industrial demands [75] . The increased particle concentration in 

the gas phase usually leads to the formation of nanoparticle aggregates and 

agglomerates [76] , which can be undesirable in certain applications. It was already shown 

that by adjusting the quenching gas flow rate, spherical particles with diameter of less 

than 10 nm can be produced in SDGs [47] . However this also means that the higher the 

particle concentration the larger gas flow rates are needed to prevent aggregation. In 

practical applications, flow rates cannot be any high, which poses a compromise between 

moderate yield of small singlets and high yield of larger aggregates. 

1.4.2 Nanoparticles generated in the SDG  

Due to the complexity of the processes taking place in SDGs, the description of the 

mechanisms leading to and controlling nanoparticle formation are mainly 

phenomenological and qualitative. Recently a simple semi-empirical analytical and a 

numerical model were developed which are aiming for the prediction of the size 

distribution of singlet particles as a function of process parameters [47,77]. In the 

following the main steps of particle formation in an SDG are briefly summarized together 

with the process parameters which were reported to affect the generated particles. 

 

 
Figure 1.4.2 Schematic representation of the simplified picture of electrode erosion,  

called the Jones model [24] . 

 

The initial step of particle formation in the SDG is the production of an atomic vapor 

by means of the erosion of the electrode material [17] . The term erosion or ablation is 

used partly because the exact process of material removal from the electrode is not fully 

explored. 4ÈÅ ÓÕÒÆÁÃÅ ÏÆ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓ ÁÒÅ ÈÅÁÔÅÄ ÁÔ ÔÈÅ ÓÏ ÃÁÌÌÅÄ ȰÈÏÔ ÓÐÏÔÓȱ ×ÈÅÒÅ ÔÈÅ 

spark channel interacts with the electrode surfaces and hence the eroded material of the 

electrodes forms a vapor plume [17,24,46,78]. In addition to this, ions of the carrier gas, as 

well as those of the anode and the cathode bombard the electrodes that may lead to 

further removal of electrode material [79] . Recently, it was reported that the 
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experimentally determined mass-loss of the electrodes can be fairly well explained by a 

first principle theoretical model which takes into account evaporation only [80] . This 

suggests that evaporation might be the dominant mechanism of material removal. The 

evaporation of the electrode material in an SDG is usually described by the simple model 

assuming a single tiny spot created by the spark plasma channel [17,24,46,77]. By 

calculating the energy balance, i.e. the energy delivered to the electrode material by the 

spark channel is equal to the energy output represented by thermal conduction and 

radiation loss, the evaporated mass from such a spot can be calculated [81] ; this is the so-

called Jones model (cf. Figure 1.4.2). It turned out that when performing such an energy 

balance calculation there is a difference between the input and output values which can 

only be taken into account by the introduction of a so called energy efficiency factor, which 

has a remarkably low value, i.e. in the order of 0.1%. [77] . By incorporating this energy 

efficiency factor (as well as other experimentally determined parameters), the mass 

derived from the Jones model gives a reasonably good estimate of the material eroded in 

an SDG at varying inter-electrode distances [47]  and for several electrode materials [24] . 

However, the highly simplified character of this approach is well reflected by the fact that 

the Jones model erroneously predicts the relative erosion of certain materials, e.g. gold 

and silver [46]  and neither can explain the requirement of introducing a 

phenomenological factor (i.e. the energy efficiency factor), nor the origin of its very low 

value. 

The importance of understanding how electrode erosion proceeds partly lies in the 

fact, that it determines the ultimate yield of the generated particles. Although not all the 

eroded material will turn into nanoparticles, it is safe to assume that the more material is 

eroded, the larger the amount of the generated nanoparticles will be. It has been 

demonstrated that the erosion rate can be tuned via changing the energy stored in the 

capacitor immediately prior to breakdown [46] . Furthermore, it is a common assumption 

in the SDG literature that all the energy stored in the capacitor is dissipated in the spark 

gap, which is well reflected by the fact that the energy stored in the capacitor is usually 

ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ ȰÅÎÅÒÇÙ ÐÅÒ ÓÐÁÒËȱ [11,17,77]. Strictly speaking, this is of course not entirely  

true, as there are always resistive and other parasitic losses in the discharge loop due to 

imperfect connections, cables, etc., but as long as the resistance of other components in the 

discharge loop is negligible, as compared to the resistance of the spark gap, this estimation 

may be useful. I will propose a correct definition of spark energy in the Results and 

Discussion section and will discuss this issue further, but until then it can be certainly 

stated that one of the main parameters of the SDG is the spark energy [11,77]. 
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Figure 1.4.3 Mass production rate for various electrode materials as a function of spark repetition 

rate in an SDG fed by a high-frequency power supply [75] . 

 

The second parameter which greatly affects the nanoparticles generated in the SDG is 

the spark repetition rate (SRR) [46,47]. By assuming that consecutive sparks erode the 

electrodes independently from each other, the total erosion rate is expected to scale 

linearly with the SRR [46] . This was experimentally shown for various electrode materials 

as shown in Figure 1.4.3. The SRR can only be increased up to a certain limit, after which 

the effect of consecutive sparks cannot be considered independent anymore. However, 

this limit has not been experimentally reached yet, not even with the state-of-the art high 

frequency power supply operating at 20 kHz [75] . 

 

 
Figure 1.4.4 Main steps of nanoparticle formation in an SDG [77] . 

 

It can be seen, that both spark energy and SRR affects the material erosion rate. While 

spark energy determines the mass-loss caused by a single spark, SRR sets the number of 

sparks in unit time and hence the total material removal rate. The eroded mass forms a 

hot atomic plume which is cooled down to ambient temperature by the carrier or the so 

called quenching gas flow [77] . This leads us to the third major process parameter of 

nanoparticle generation in SDGs, namely the flow rate of the (quenching) carrier gas. The 
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gas flow rate plays an important role in the particle formation process, since it determines 

the quenching of the vapor. If the quenching is sufficiently high, the vapor reaches a high 

supersaturation which pushes the critical nucleus size down to the atomic scale in the 

nucleation phase of the NP formation [77] . After nucleation the particles grow by 

coagulation, i.e. by particle-particle collisions and sticking. Pure particles having a size of a 

few nanometers are liquid-like even at low temperatures [82] , which facilitates full 

coalescence and leads to the formation of spherical singlet particles. Full coalescence only 

takes place up until the particles reach a critical diameter. Nanoparticles having this 

critical diameter are usually called primary particles [17] . For a given material the critical 

diameter depends on the temperature, therefore the size of these primary particles can be 

controlled e.g. through the temperature of the carrier gas [77] . If conditions permit 

(especially when dilution of the aerosol is not sufficiently high) particle-particle collision 

of these primary particles will lead to the formation of fractal-like agglomerates or 

aggregates, which are the typical products of an SDG. The main steps of particle formation 

are schematically depicted in Figure 1.4.4. 

By the proper adjustment of the three chief process parameters (i.e. the spark energy, 

SRR, and gas flow rate) the size of the generated particles can be controlled (cf. 

Figure  1.4.5) ranging from atomic clusters [83] , through nanometer-sized spherical 

singlets [77]  to aggregates or agglomerates above 100 nm [84] . 

 

 
Figure 1.4.5 Validation of the numerical and analytical models predicting the primary particle sizes 

generated in an SDG as a function of a parameter derived from  

spark energy (E), SRR (f) and quenching rate (Qq) [77] . 

 

In addition to the nanoparticles formed via the above described condensation-growth 

route, it was also reported that much larger, micrometer-sized particles also form in SDGs, 

as shown in Figure 1.4.6c [46,85,86]. These particles have compact, spherical shape 

suggesting that they form by solidification of molten droplets ejected from ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ 

surfaces. Although these particles may form a substantial part of the total mass of the 

generated particles, there number is negligible as compared to the number of the 

nanoparticles produced [46] . 
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Figure 1.4.6 a) Singlet [75]  and b)  aggregated gold nanoparticles [87]  and c) a micron-sized 

solidified gold droplet [46]  produced in an SDG. 

 

Transmission electron microscope (TEM) images of typical singlet gold NPs and gold 

particle aggregates are shown in Figure 1.4.6a-b. Although small spherical singlet 

nanoparticles are proven to be produced [47,77], SDGs are typically used to generate 

aggregates with sizes in the range of a few tens of nanometers [24,84,87ɀ89]. The size of 

the nanoparticle aggregates can trivially be controlled via the spark repetition rate, since 

the higher the number of sparks per second the more material will be produced, which in 

turn increases the aggregation, condensation or both, resulting in a size distribution with 

increasing modus and larger width [88] . The effect of material removal rate on the forming 

NPs is also apparent when electrode materials of different erosion rates are applied. As 

exemplified in Figure 1.4.7 for the cases of Ag, Pd, Pt, and Au, the size distribution of the 

particles produced under identical conditions strongly depends on the electrode 

material [89] . The tendency shown in Figure 1.4.7 can be reasonably well explained by 

the production rate of particles of different materials, which was 0.12, 1.68, 16.00, and 

40.30 АÇȾÍÉÎ ÆÏÒ !Çȟ 0d, Pt, and Au, respectively in this particular case [89] . 

 

 
Figure 1.4.7 Size distribution of Ag, Pd, Pt, and Au nanoparticles aggregates  

generated in an SDG [89] . 

 

It can also be seen in Figure 1.4.7 that nanoparticle aggregates produced in an SDG 

typically have a log-normal size-distribution. The characteristic size of these aggregates is 

usually described either by the most frequent value of the log-normal distribution, i.e. the 

modal size, or by the (geometric) mean size. The geometric standard deviation (GSD) of 

(b) 
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the particle sizes is typically used to describe the polydispersity of the produced 

particles [90] . The GSD of the NPs shown in Figure 1.4.7 is in the range of 1.38-1.53 [89] , 

illustrating that polydisperse NP aggregates are typically produced in SDGs. 

As it was pointed out earlier, one way to prevent aggregation goes along increasing 

the flow rate of the carrier gas [46] . Moreover it was reported that the electrode geometry 

also has an effect on the degree of aggregation. Nanoparticles produced in pin-to-plate or 

wire -in-hole electrode geometries tend to aggregate much less than particles generated 

with the conventional rod-to-rod geometry under otherwise identical conditions [91,92]. 

When aggregation is prevented in an SDG ɀ either via adjusting the gas flow rate or the 

electrode geometry ɀ the produced particles will preserve their primary size that is 

typically below 10 nm at room temperature [47] . In several applications spherical 

particles with larger diameter and narrow size distribution is often desired [93] . In order 

to meet these demands the aerosol output of SDGs are often complemented with standard 

aerosol instrumentation such as differential mobility analyzers (DMA) and tube furnaces. 

DMAs can be used to size select particles based on their electrical mobility, while the 

selected aggregates can be in situ sintered into compact, spherical particles by means of a 

tube furnace [94] . 

Nanoparticles produced by SDGs satisfy the needs of a broad range of applications. Spark-

produced NPs have already shown their strength in various fields, including solar cell 

research [95,96], semiconductor science [20,97], environmental research [18,98], 

sensors [99,100], or even in the textile industry [101] . These examples are, of course, at 

different technological readiness levels. Some of them are in the stage of proof of concept, 

like the case of catalytic studies aiming for carbon-monoxide oxidation, where SDG-

produced palladium and palladium-silver nanoparticles were shown to have great 

potential [19,102]. While others already proceeded until small scale production: spark 

discharge nanoparticle generation shown to have a potential in semiconductor science. 

Gold seed particles have been successfully produced for the growth of semiconductor 

nanowires by the !ÅÒÏÔÁØÙΆ ÍÅÔÈÏÄ [4,20], which has already reached the production 

level. One could also mention the hot topic of hydrogen storage for which SDG-borne 

palladium and magnesium-based NPs were proved to be promising candidates [103,104]. 

The antibacterial effect of Ag NPs produced in an SDG and deposited onto textiles was 

tested recently [101] . It has been shown that, when spark-produced Ag NPs are used, an 

order of magnitude less Ag loading is sufficient to achieve equivalent antimicrobial effect 

than the NPs generated via wet routes. Moreover, an efficient, single-step, scalable method 

was also proposed, which could be directly integrated into textile production lines [101] . 

Last, but not least, certain types of SDGs are commercially available today. These 

generators are typically used in the field of environmental research. For atmospheric 

studies soot-like particles are generated by means of spark discharges in order to model 

e.g. air pollution [18] . The recognition of the technique in environmental studies is well 

reflected by the fact that SDGs are widely accepted for producing reference soot aerosol 

particles [105] .  



24 
 

2. Experimental setup  

2.1 Setup of SDGs 

Several SDG designs exist which may differ in some technical details, but the working 

principle and the main building blocks are the same. Therefore, in this chapter a general 

description is given on the SDG setup after which I tabulate the characteristics of the 

actual SDGs used to obtain the results shown in the present dissertation. Details on 

additional particular  instrumentations and techniques employed for the investigation of 

different aspects of SDG operation will be given at the beginning of each relevant section. 

Common parts of all SDGs are the spark chamber and the electrical circuit  which feeds 

electric power into the spark gap [11] . The spark chamber3 is a stainless steel, leak-tight 

chamber equipped with several ports for electrical feedthroughs, gas inlet, aerosol outlet 

and usually have one or several windows to facilitate optical observation. The electrodes 

are either vertically or horizontally aligned and the gas flow which continuously flushes 

the inter-electrode gap can be either upward or downward directed, co-axial or crossed. 

The distance between the facing surfaces of the electrodes (i.e. the size of the electrode 

gap) can be controlled by one or more positioners. The flow rate of the carrier gas is 

usually set by a mass flow controller, and atmospheric pressure is kept inside the 

chamber. 

 

 
Figure 2.1.1 Sketch of an SDG. 

 

In my experiments the gap size was adjusted by micrometer screws typically in the 

range from 0.5 to 4.0 mm. The flow rate of the carrier gas was kept in the range of 1-

10 l/min . All of my experiments were carried out at atmospheric pressure which was 

maintained by a vacuum pump and a needle valve and monitored with a pressure gauge. 

Cylindrical electrodes of 6.35 mm or 3.00 mm diameter were used in two electrode 

geometries: flat-end and tipped-ÅÎÄ ɉ×ÉÔÈ Á σπЈ apex angle). In the flat-end geometry, 

electrode erosion is distributed over a larger area (i.e. the entire front surface of the 

electrode rods), while on tipped-end electrodes erosion is concentrated around the 

                                                           
3 The chamber geometry used in most of my experiments has been developed for the purposes of 
the BUONAPART-E project, supported by the 7th Framework Programme of the European Union, 
specifically optimized for NP production purposes, and was manufactured by Pfeiffer Vacuum 
GmbH. 
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electrode tips. Since high throughput of generated NPs needs substantial electrode erosion 

the flat-end geometry is preferred in SDGs. However, with this electrode geometry, the 

wandering of consecutive sparks over the electrode surface poses challenges to optical 

measurements, and even the electrical data are less stable due to the positional variation 

of the surface quality and the concomitant differences in the breakdown voltage. Hence 

results obtained with tipped-end electrodes provide more reliable information, and more 

fundamental insight, while observations obtained with flat-end electrodes have more 

direct relevance to NP production. Therefore, tipped-end electrodes were used in those 

measurements where high positional stability was required, and in experiments focusing 

on electrode erosion and NP generation flat-end electrodes were employed. 

Energy is fed into the spark gap by a simple capacitor charging circuit. A monolithic 

capacitor or a capacitor bank (jointly referred to as capacitor in the rest of the text) with a 

total capacitance in the nF range is charged by a high voltage capacitor-charging power 

supply to a maximum voltage of typically about 10 kV using a charging current of a few or 

a few tens of milliamperes. Since the capacitor and the electrode gap are connected in 

series (Figure 2.1.1), the discharge of the capacitor across the spark gap will commence 

when the voltage on the capacitor reaches the breakdown voltage of the spark gap. The 

resulting spark discharge is a bipolar, oscillatory discharge, the damping and the 

oscillation frequency of which is jointly set by the total capacitance, resistance and 

inductance of the discharge loop. The discharge of the capacitor via the spark gap is 

accompanied by the recharging of the capacitor by the charging power supply ("self-

pulsed, free running mode"), but since the current in the charging loop is many orders of 

magnitude smaller than the current in the discharge loop (which is typically a few 

hundreds of amperes), the two processes can be considered to be practically independent. 

The repetition of sparking is described by the spark repetition rate, SRR, that can be 

controlled by changing the charging current and the gap size (via the breakdown voltage), 

assuming that all other experimental conditions are kept constant. 

The main parameters of the different generator setups used in my experiments are 

tabulated in Table 2.1. The names given in Table 2.1 will be used to refer to a particular 

SDG later in the text. 

 

Table 2.1 Main parameters of the SDGs used in my experiments. 

Name SDG A SDG B SDG C SDG D  
Capacitance (nF) 8 29  20 15 
Power supply FuG HCK 

800-12500 
Technix 
CCR10-P-750 

Technix 
CCR15-P-150 

Technix 
CCR20-N-300 

Carrier gas Ar, N2 N2 Ar, N2 N2 
Flow geometry Crossed Co-axial Crossed Crossed 
Gas flow rate (slm) 5 1.68 5 2 
Electrode diameter (mm) 3 6.35 3 3 
Electrode position Horizontal Vertical Horizontal Horizontal 
Electrode tip geometry Tipped, flat Tipped, flat Flat Flat 
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Figure 2.1.2 Photograph of the SDG A system. The letters indicate the following parts: 

a) discharge chamber, b) shielding box containing the capacitor, c) high-voltage capacitor charger 

power supply, d) carrier gas inlet, e) aerosol outlet. 

 

As an illustration , Figure 2.1.2 shows the core of the SDG A system (without showing 

the additional instrumentation for e.g. emission spectroscopy, imaging, nanoparticle 

deposition, or in-flight nanoparticle characterization), which was developed and built in 

our laboratory. The peculiarity of this particular setup is to facilitate fundamental studies 

during the normal operation of the generator in a well-controlled manner.  
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3. Results and discussion  

3.1 Electrical properties of the spark  

3.1.1 Main electrical characterist ics 

In a typical, unregulated or free-running SDG an oscillatory discharge forms after the 

breakdown occurs between the electrodes (see Section 2.1). Figure 3.1.1 exemplifies the 

typical voltage and current waveforms measured in SDG B with a high voltage probe 

(Model N2771B, Agilent, 50 MHz) and a calibrated current probe (Model 110, Pearsons, 

20 MHz), respectively. The under-damped character of the oscillations is immediately 

obvious. As it can be seen, the voltage drops abruptly after the breakdown and then it 

oscillates with an exponentially decaying amplitude, while the current rises fast and 

oscillates in a similar manner, but with a certain phase shift with respect to the voltage 

signal. Under the conditions of the discharge shown in Figure 3.1.1, decay time (defined 

as the square of the inverse of the damping coefficient of the current or voltage 

oscillations) of ~15 АÓ ÃÁÎ ÂÅ observed. The breakdown voltage is about 5.5 kV and the 

current peaks at about 300 A. This relatively high peak current is the consequence of the 

high capacitance, low resistivity  and low inductance of the circuit, which are essential for 

the efficient erosion of the electrodes, when NP production is targeted. 

 

 
Figure 3.1.1 Voltage (black), and measured (red) and fitted (blue) current signals for a spark 

ignited between Cu electrodes, placed 3 mm apart (SDG B). 

 

As the simplest approximation, the discharge loop can be represented as a series RLC 

circuit  [46]Ȣ ,ÅÔȭÓ ÁÓÓÕÍÅ ÔÈÁÔ ÔÈÅ ÓÐÁÒË ÃÈÁÎÎÅÌ ÉÓ ÅÌÅÃÔÒÉÃÁÌÌÙ ×ÅÌÌ ÄÅÓÃÒÉÂÅÄ ÂÙ Á ÒÅÓÉÓÔÏÒȟ 

which together with the resistances in the discharge circuit represent the total resistance, 

R of the system. This resistance is considered to be connected in series with the rest of the 

discharge circuit, characterized by an equivalent inductance, L and a capacitance, C which 

is determined by the capacitor). Due to the underdamped behavior of the system (c.f. 

Figure 3.1.1) the Ὑ ς
Ȣ

 criterion is held, and the current waveform can be 

described by the following equation [106] :  

 Ὅὸ ὍὩ ÃÏÓ ‫ὸ •  (3.1.1) 

where 
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 †                      and                    ‫  

We estimate the total resistance and inductance of the system by fitting this I(t)  

function to the measured current waveforms (see Figure 3.1.1). In the particular case 

shown in Figure 3.1.1 this fitting procedure resulted in a resistance, R of ca. 1.30 Џ ÁÎÄ 

inductance, L of 3.6 А(Ȣ 

It is expected and also documented in the literature  [55]  that the resistance of a spark 

discharge changes rapidly during its pre-breakdown and breakdown stages, i.e. prior to 

the complete breakdown of the gas, due to the coupled effect of the varying electron 

density and gas temperature. It should be noted though, that my electrical measurements 

reported in the present dissertation were done after a conducting channel connects the 

two electrodes, i.e. during the arc stage, in which the spark behaves similar to an arc 

discharge [53] . Since the resistance of a pulsed arc also changes slightly [107] , we 

attempted to elucidate the time dependence of R and L by fitting portions of the entire 

underdamped oscillations and also by using time-dependent R and L values in the fitting 

process. On one hand, we have not seen systematic variation of these fit parameters within 

the investigated time range. On the other hand, the above simple electrical model, with its 

assumption of a constant resistance and inductance, fits neatly the measured current 

waveforms, which is in accordance with the findings of Greason [108] . 

It was reported that the spark discharge have an inductive component on the order of 

10 nH [109] . Since this value is more than 2 orders of magnitude lower than the total 

inductance of our discharge circuit, the inductance of the discharge gap can be neglected 

with respect to the total inductance of the rest of the discharge circuit. More complete 

electrical models take into account the capacitance of the electrodes and the inductance of 

the plasma, along with the capacitance, resistance and inductance of the used probes [52] . 

However, as it was mentioned before, the large capacitance of the capacitor bank and the 

large inductance of the cables with respect to those of the spark justify our above 

presented simplifications during the high current conductive (i.e. arc) stage of the spark 

discharge. 

As it was mentioned before, the total resistance of the circuit is the sum of the 

resistive components of the discharge loop and the resistance of the spark plasma. It is not 

straightforward to separate these components and measure or calculate the resistance of 

the spark only. In certain cases, the resistance of the discharge loop can be experimentally 

determined [110] , which however requires the modification of the electrical circuit, in a 

way not feasible when a common SDG is used. 

There is a consensus in the literature of SDGs that there are two main process 

parameters which affect the NP output of the generator and defined by the electrical 

circuit : i)  the spark energy and ii)  the spark repetition rate (SRR) [17,46,77,84]. The spark 

energy is the energy dissipated in the electrode gap and hence the one that promotes the 

material erosion process. In the literature of spark-based NP generation, this quantity is 

assumed to be equal to the energy stored in the capacitor prior to breakdown (see e.g. the 

most recent review by Pfeiffer et al [17] ): 
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 Ὁ ὅὟ  (3.1.2) 

where C is the capacitance and Ubd is the breakdown voltage. The inherent problem with 

the above definition is that it assumes that all the energy stored in the capacitor is 

dissipated in the gap without any losses in the discharge circuit. It is immediately clear, 

that in general this simplification cannot be true due to e.g. parasitic losses, radiation 

losses or incomplete discharge of the capacitor. A more realistic approach could be the 

calculation of the spark energy from the instantaneous current, I(t)  measured in the 

discharge loop. For this, one can use the instantaneous power, defined as 

 ὖὸ ὟὸὍὸ ὍὸὙ  (3.1.3) 

and integrate it over time: 

 Ὁύ ᷿ ὖὸὨὸ=Ὑ ᷿ ὍὸὨὸ (3.1.4) 

where Rspark is the resistance of the spark channel and w sets the time until which one is 

interested in the energy dissipated in the spark gap. If ύ  one may obtain the total 

time-integrated energy of a single spark, or spark energy for short. As it was mentioned 

earlier, the determination of Rspark is challenging in a traditional SDG setup, the one also 

used here, without the significant modification of the discharge chamber and the spark 

gap. Therefore, as a first approximation I assume that the resistance of the discharge loop 

is negligible as compared to the resistance of the spark itself, meaning that RsparkЂR. This 

assumption can be justified by comparing the R values obtained from Equation 3.1.1 with 

typical Rspark values estimated from theoretical models. Different time dependent 

calculations of the arc's electrical resistance, based on the temporal evolution of the 

current, can be found in the scientific literature [107] . Due to the similarity of the spark 

discharge to an electric arc in the time domain under study, these models can be used to 

estimate Rspark. I took the expression given in [111]  (based on a model developed by 

Rompe and Weizel) as an example and the one calculated by Barannik et al [107] . 

Although these expressions were meant for unipolar current peaks with higher intensity 

(up to several kiloamps), one can use them to estimate the resistance at the first peak of 

the current waveform (~ 0.5 АÓɊȢ 4ÈÅÓÅ ÅØÐÒÅÓÓÉÏÎÓ ÇÉÖÅ ÒÅÓÉstances in the range of 0.9-

1.3 Џ [111]  and 1.3-1.9 Џ [107]  for the conditions studied here. The R values derived from 

the current waveform measured in the SDG under the same conditions are found to be in 

the range of 1.30 Џ-1.65 ЏȢ 4ÈÅÓÅ ÖÁÌÕÅÓ ÍÁÔÃÈ ÆÁÉÒÌÙ ×ÅÌÌ ÔÈÅ resistances estimated from 

the theoretical models, meaning that the assumption of RsparkЂR is justified under the 

present conditions.  
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Figure 3.1.2 The instantaneous power (red) and the dissipated energy (black) in the spark gap, 

calculated from the I(t)  waveform (SDG B). 

 

The instantaneous power and the temporal evolution of the dissipated energy 

calculated from Equations  3.1.3 and 3.1.4, respectively are shown in Figure 3.1.2. As can 

be seen the total dissipated energy is lower than the energy stored in the capacitor, which 

might be due to the above mentioned effects outside the spark gap, like parasitic losses in 

the discharge circuit or the energy needed to ionize the gas atoms forming the channel. It 

is also possible that the capacitor bank is not fully discharged during the spark, or some 

energy is dissipated in the spark gap during the post discharge phase. I have also 

calculated the energy dissipated in the gap from the current waveforms measured at 

different gap sizes by using Equation 3.1.4. For the range of experimental settings used, 

the spark energy calculation resulted in an average value of about 80% of the stored 

energy. The scatter of the obtained values is within the uncertainty of the applied method, 

so the ratio between the energy dissipated in the gap and stored in the capacitor can be 

considered to be constant for a given SDG setup. The approx. constant ratio between the 

stored energy and the dissipated energy explains the experimental evidence that the 

variation of the stored energy describes reasonably well the variation of the material 

erosion in a given SDG [46] . 

For gaining a better understanding of spark energy, one needs to investigate a more 

general case i.e. when the resistance of the discharge loop is not negligible. 

 

 
Figure 3.1.2 Voltage (A) and current (B) measured in an SDG having different total resistances 

(SDG A). 

 



31 
 

Figure 3.1.2A shows three voltage waveforms measured in an SDG having different 

total resistances. It is clearly discernible that the total resistance of the discharge loop 

does not affect the breakdown voltage and hence the stored energy as calculated from 

Equation  3.1.2. In contrast, a remarkable effect can be seen on the corresponding current 

waveforms (Figure 3.1.2B). The damping factor of the current oscillations strongly 

increases with increasing resistance resulting in a decrease of total duration of the current 

ceases to zero. At a total resistance of 6 Џ only approx. one full cycle is observable. 

Concomitantly, the peak current also decreases. It has to be noted that the frequency of the 

oscillations also slightly changes, which is due to the fact that the inductance slightly 

increases with increasing resistance. The results shown in Figure 3.1.2 are perfectly in 

line with the well-known peculiarities of series RLC circuits [106] . However, these results 

have important consequences on SDGs. First, one can conclude that in general the 

instantaneous current should be used to derive the spark energy, instead of the 

breakdown voltage traditionally used in the literature . The circumstance that hinders to 

use the measured current and Equation 3.1.4 for calculating the spark energy is the lack 

of knowledge on the spark resistance. It is obvious that the resistance of the discharge 

loop cannot be neglected when a rigorous analysis of the spark energy is performed. 

Nonetheless, as it will be shown later, the integral of the square of the instantaneous 

current is sufficient to describe the processes taking place in the spark discharge ignited in 

an SDG. 

 

 
Figure 3.1.3 Voltage signal measured for consecutive spark events recorded between electrodes at 

1.5 mm apart. The peak values represent the breakdown voltage for the given spark. The inverse of 

the duration between consecutive peaks gives the repetition rate of the sparks, i.e. the SRR (SDG B). 

 

Besides spark energy, the other important process parameter of SDGs which is set by 

the electric circuit is the spark repetition rate (SRR). The SRR is determined by the current 

charging the capacitor, Ich, which will be denoted as charging current, the capacitance, C, 

and the breakdown voltage, Ubd, as described by Equation 3.1.5 [46] : 

 ὛὙὙ . (3.1.5) 

A typical high voltage waveform acquired on repetitive spark events is shown in 

Figure 3.1.3. The charging current defines the slope of the charging cycles (the sloping 

lines on the oscilloscope trace), while the breakdown voltage sets the end of charging 
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which is followed by the fast discharge of the capacitor (apparently vertical lines in the 

trace). It is obvious that the variation of both the charging current and the breakdown 

voltage affects the duration of charging-discharging cycles, i.e. the repetition rate of the 

sparks. As can be seen in Figure 3.1.3 the typical scatter in the breakdown voltage is small 

which results in only a minor uncertainty in the SRR. 

3.1.2 Effect of SDG control parameters  

It was pointed out in the previous section that the most important process parameters of 

the SDG which depend on the electric circuit  are the spark energy (or energy per spark) 

and the SRR. Although these parameters can effectively be tuned by adjusting the R, L and 

C components of the discharge and the charging loop it is not realistic to vary these 

parameters during the routine operation of a nanoparticle generator. Therefore more 

practical parameters are needed which can be used to vary the SRR and the spark energy 

thereby tuning the output of the SDG. These experimentally easily accessible parameters 

will be called control parameters. The main control parameters affecting the spark energy 

and SRR are the distance between the electrodes (i.e. gap size) and the charging current. 

At a constant pressure and electrode geometry the breakdown voltage predominantly 

depends on the gap size, hence it can be used to vary the energy stored in the capacitor 

according to Equation  3.1.2. At a fixed gap, the SRR can be varied by changing the 

charging current, as follows from Equation 3.1.5. In the following, the effect of the gap 

size and the charging current will be shown on the breakdown voltage, stored energy and 

SRR. 

The variation of the measured breakdown voltage as a function of the gap size as well 

as the charging current measured during sparking between Cu electrodes is shown in 

Figure 3.1.4A. 

 

 
Figure 3.1.4 The variation of the breakdown voltage (A), energy stored in the capacitor (B), and 

spark repetition rate (C) as a function of gap size at 10 mA charging current and as a function of the 

charging current at 2 mm gap in case of Cu electrodes in nitrogen atmosphere (SDG C). 

 

As can be seen in Figure 3.1.4A, the breakdown voltage increases linearly with the 

ÉÎÃÒÅÁÓÅ ÏÆ ÔÈÅ ÇÁÐ ÓÉÚÅ ÉÎ ÑÕÁÌÉÔÁÔÉÖÅ ÁÇÒÅÅÍÅÎÔ ×ÉÔÈ 0ÁÓÃÈÅÎȭÓ ÌÁ× [112] . The increasing 

charging current and the concomitantly increasing SRR results in a linearly decreasing 

breakdown voltage. This tendency (which is common for all the SDGs used in my 

experiments) cannot be explained solely by the electrical properties of the discharge loop. 

This is most probably due to the fact that charge carriers are left behind by the preceding 



33 
 

spark and accumulated in the gap thereby somewhat lowering the breakdown voltage as 

compared to the single spark or quasi single spark cases [113] . 

The energy stored in the capacitor calculated from the breakdown voltage using 

Equation  3.1.2 and the measured SRR are shown in Figure 3.1.4B and C, respectively, as 

a function of the gap size and the charging current. The stored energy is directly 

determined by the variation of the breakdown voltage (Figure 3.1.4A) according to 

Equation 3.1.5, which therefore increases with the increase of the gap size in a quadratic 

manner and decreases with the increase of the charging current (Figure 3.1.4B). The SRR 

however decreases with increasing gap size and increases quasi linearly with an 

increasing charging current, as dictated by Equation 3.1.5.  

It has to be noted that the effect of control parameters on the energy stored in the 

capacitor was shown here instead of the more precise spark energy. This has practical 

reasons, since as it was pointed out in the previous section the stored and the spark 

energy differ only by a constant factor when an SDG of fixed circuit parameters is used. 

Therefore in a given SDG setup the variation of the spark energy as a function of the 

control parameters will be the same as that of the stored energy. This proportional 

relationship will  also be relied upon later when the effect of control parameters on other 

characteristics of the SDG is examined. 

It should also be noted that the trends shown in Figure 3.1.4 were found to be 

universal, i.e. hold for various electrode materials and carrier gases in all the SDGs I used. 

 

3.2 Morphology of the spark plasma  

3.2.1 Experimental  

Time-resolved images of the spark produced in SDG B were recorded using a high 

sensitivity, ns-gated intensified CCD (ICCD) camera (Model iStar-734 Gen 2 (W-AGT-03, 

Andor), with a photographic lens system (WD=200 mm) attached to it (Figure 3.2.1). For 

triggering the ICCD camera, the falling edge of the voltage signal measured by a high 

voltage probe (Model N2771B, Agilent, 50 MHz) was used. Due to the insertion delay of 

the camera and the delay caused by signal propagation, the minimum total delay for 

recording imaging data was 50 ns. In order to study the time evolution of the spark, 

images of the discharge were taken at time delays varying from 50 ns to a few ms. The gate 

width of the camera was progressively increased from 5 ns to 100 АÓ ÉÎ ÏÒÄÅÒ ÔÏ 

compensate for the decreasing emitted light intensity at longer delay times. Correction for 

different gate widths, amplification, and background was carried out by post-processing 

the images using a MATLAB code. The general conditions, such as gap size, spark 

repetition rate, breakdown voltage were kept constant. The sensitivity of the camera and 

the transmission curve of the photographic lens allowed for recording light  intensity data 

integrated in the 200-850 nm wavelength range. 
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Figure 3.2.1 Schematic view of the experimental setup used for studying the plasma morphology 

(SDG B). 

 

3.2.2 The evolution of plasma morphology  

Fast imaging is a reliable tool for studying the breakdown in gases under different 

conditions [52,114ɀ118]. Most of the discharge imaging studies published in the scientific 

literature either focus on streamer formation and propagation, or analyze globally the 

different discharge regimes such as glow, corona or spark. In the present section the 

results on how the shape and intensity of the spark channel evolves once it is formed in 

the SDG will be summarized. The temporal evolution of plasma morphology, i.e. the size, 

shape and intensity distribution as well as the position were followed from 50 ns up until 

a few tens of microseconds, i.e. covering the entire arc and the majority of afterglow stages 

of the spark (see Section 1.3.2). 

Snapshots shown in Figure 3.2.2 illustrate  the evolution of spark morphology over 

time. Please note that every image shown in Figure 3.2.2 was normalized in intensity, in 

order to make the shape of the discharge discernible also at longer delays, when the 

emitted intensity is very weak, i.e. much weaker than at the beginning of the arc stage. The 

images prove that the discharge starts as a thin and intense approx. cylindrical channel 

between the two tipped electrodes. As more power is dissipated, the channel diameter as 

well as the integrated intensity of emission increases, as will be shown later in 

Figure  3.2.3. After about 500 ns, the channel starts to partially lose its cylindrical shape 

but it is still relatively well confined as a quasi-cylindrical volume between the two 

electrode tips. By about 10 АÓȟ ×ÈÅÎ ÔÈÅ ÃÕÒÒÅÎÔ ÏÓÃÉÌÌÁÔÉÏÎÓ ÁÎÄ ÃÏÎÓÅÑÕÅÎÔÌÙ ÔÈÅ ÅÎÅÒÇÙ 

input cease (the discharge reaches the end of the arc stage by definition) , the discharge 

spreads (out) greatly and loses its cylindrical shape almost completely. After this point, i.e. 

in the afterglow the decaying plasma expands in 3D and gradually fades away. 
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Figure 3.2.2 Images acquired at different delays for spark discharges between tipped-end 

electrodes placed at 2 mm distance in 10 l/min  of co-axial N2 flow. The top electrode was initially 

the anode (SDG B). 

 

It must be clarified again that due to the intensity rescaling, the images presented in 

Figure 3.2.2 are meant to visualize the shape and the expansion of the emitting vapor and 

the temporal evolution. In order to compare the intensity of each image all the light 

collected in one frame is integrated and normalized for different exposure times, i.e. gate 

width . In Figure 3.2.3A, the total light intensity collected is shown as a function of delay 

time. The intensity curve was normalized to its maximum. The figure shows how the total 

light intensity of the spark rises during the first half microsecond and then it decays quasi-

exponentially until a few tens of microseconds (please note the logarithmic scale of the 

horizontal axis in Figure 3.2.3A). After about 50 АÓȟ ÔÈÅ ÄÅÃÁÙÉÎÇ ÔÒÅÎÄ ÃÈÁÎÇÅÓ ÔÏ Á ÌÅÓÓ 

steep one. The total light intensity exhibits oscillations in the 1-10 АÓ ÔÉÍÅ ×ÉÎÄÏ×. 

Figure  3.2.3B shows that these oscillations follow neatly the oscillations of the 

instantaneous power. It must be noted that the instantaneous power is calculated 

according to Equation  3.3 where the equivalent resistance of the spark gap was estimated 

to be 1.4 ɱ for SDG B.  

 

 
Figure 3.2.3 (A) Total light intensity collected for spark discharges between tipped-end electrodes 

2 mm apart. (B) Total light intensity collected (black line) compared to instantaneous power (blue 

line) at a gap size of 3 mm (SDG B). 
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The snapshots shown in Figure 3.2.2 exhibit another striking feature of the spark 

plasma. The plasma not only changes in intensity and shape over time, but several 

recorded snapshots also reveal an uneven intensity distribution along the axis of the 

electrodes. For example, in the particular frames shown in Figure 3.2.2, there is a "plasma 

hot spot" (i.e. a spot with distinctively more intense emission) in front of the lower 

electrode at 2260 ns, then in front of the upper electrode at 5460 ns, and in front of the 

upper electrode again at 10 АÓȢ .ÏÔÅ ÔÈÁÔ ÔÈÅ ÅØÉÓÔÅÎÃÅ ÏÆ ÓÕÃÈ Á ÈÏÔ ÓÐÏÔ ÄÏÅÓ ÎÏÔ ÍÅÁÎ 

that the discharge would not fill the entire gap. Figure 3.2.4 shows how the position of 

this plasma hot spot oscillates over time and how its oscillation correlates with the current 

waveform. As is known (cf. Section 3.1.1, Figure 3.1.1), the current exhibits an oscillatory 

behavior, meaning that the electrode polarity alternates typically less than 20 times in the 

0-20 АÓ ÔÅÍÐÏÒÁÌ ×ÉÎÄÏ× in the present case, i.e. the polarity of the electrodes reverses 

several times during the lifetime of the spark. It can also be seen that the displacement of 

the plasma hot spot with respect to the center position of the spark gap becomes smaller 

as time passes, i.e. reflecting the decreasing strength of the electric field. Please note, that 

these findings hold for every other experimental parameters (e.g. gap sizes, flow rates, 

etc.), and the data shown in Figure 3.2.4 only exemplifies the tendencies on the case of 

tipped electrodes placed 3 mm apart. 

Data in Figure 3.2.4 proves that the plasma hot spot is always situated close to the 

temporary negative electrode (cathode) and the position of the most luminous part of the 

discharge follows the current signal with some delay. The axial structure of the discharge 

channel at every moment seems to be similar to that of a glow discharge [119]  or a DC 

continuous arc as defined by Boumans [53] . Close to the (momentary) negative electrode, 

a region with non-ÚÅÒÏ ÃÈÁÒÇÅȟ ËÎÏ×Î ÁÓ ÔÈÅ ȰÃÁÔÈÏÄÅ ÆÁÌÌȱȟ ÆÏÒÍÓ ÉÎ ÔÈÅ ÇÁÐ ×ÈÉÃh 

effectively shields the electric field. When moving beyond the cathode fall region, i.e. a bit 

further towards the anode, the plasma tends to be more intense in emission due to the 

dissipation of a substantial amount of energy gained by the electrons in the fall region. 

This latter process causes the formation of the most luminous plasma region in the spark 

ÇÁÐȟ ÈÅÒÅÂÙ ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ ȰÐÌÁÓÍÁ ÈÏÔ ÓÐÏÔȱȢ 7ÈÅÎ ÐÏÌÁÒÉÔÙ ÃÈÁÎÇÅÓȟ ÔÈÅ ÅØÉÓÔÉÎÇ ÈÏÔ ÓÐÏÔ 

collapses fast and another one builds up around the opposite electrode, which turns to be 

the instantaneous cathode during the next half cycle of the oscillations. It should be noted, 

that the present imaging setup cannot spatially resolve the cathode fall region in the 

vicinity of the momentary cathode, but the behavior of the discharge is fully in line with 

the above given arc-like behavior and hence provides an indirect evidence on the 

existence of the cathode fall region during the spark discharge. 
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Figure 3.2.4 Axial position of the plasma hot spot (black line) compared to the current waveform 

(blue line). The positions of the electrodes are marked by horizontal dashed lines. The 

instantaneous polarity  of the electrodes is also shown (SDG B). 

 

I also studied how the width of the spark channel evolves in time. The average 

channel width was determined by averaging the full width at half maximum of the light 

intensity traces perpendicular to the electrode axis for every row of the ICCD-image 

located between the two electrodes. Figure 3.2.5 depicts the temporal evolution of the 

channel width for up to 15 АÓȢ 0ÌÅÁÓÅ ÎÏÔÅȟ ÔÈÁÔ ÔÈÅ ÄÅÔÅÒÍÉÎÁÔÉÏÎ ÏÆ ÔÈÅ ÃÈÁÎÎÅÌ ×ÉÄÔÈ ÉÓ 

complicated by the existence and axial movement of the plasma hot spot and the gradual 

loss of the initially well-defined cylindrical shape of the channel, which is well reflected in 

the degraded accuracy of channel width values at delays beyond about 3.5 АÓ. Still, the 

following tendencies are clear and conclusive. First, the discharge sets off as a narrow 

channel (its width is below 500 АÍɊ ÁÎÄ ÔÈÅÎ ÉÔ ÇÒÏ×Ó ÍÏÎÏÔÏÎÉÃÁÌÌÙ. At around 3. 5 АÓ the 

channel width stabilizes ÁÒÏÕÎÄ Á ÖÁÌÕÅ ÏÆ ÁÂÏÕÔ ɉρȢυϻπȢςɊ mm. 

 
Figure 3.2.5 Average channel width for spark discharges at a 2 mm gap size. The dots show the 

measured values of the channel width, while the solid lines are obtained by arithmetic averaging 

(using a 9-point moving window)  (SDG B). 

 

The expansion velocity of the plasma front was determined using the slope of the 

average channel radius as a function of time curve (assuming that the radial distance of 

the external front of the channel from the channel axis is the half of the average channel 

width). In Figure 3.2.6 the early stage of the average channel width evolution at a gap 

length of 4 mm is plotted. The figure indicates that in the initial phase of the discharge, up 

until about 500 ns after the breakdown, the expansion velocity of the plasma front is 
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nearly constant and equals to about 0.48 ÍÍȾАÓȢ 4ÈÉÓ ÖÁÌÕÅ ÉÓ ÈÉÇÈÅÒ ÔÈÁÎ ÔÈÅ ÓÐÅÅÄ ÏÆ 

sound in N2 at room temperature, which is 0.35 ÍÍȾАÓȢ (One can add that the gas 

temperature in the gap before the spark may be higher than room temperature as a result 

of earlier spark events. If this is the case, the speed of sound is somewhat higher than 

0.35 ÍÍȾАÓ ÁÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ .Å×ÔÏÎ-Laplace equation.) The above results mean that the 

expansion of the spark channel starts at supersonic speeds. Such fast growth of the plasma 

channel, together with the inherent change in temperature and gas pressure induces a 

shockwave [120] . The supersonic expansion was confirmed directly, for all but one cases 

used in this work (see later in Figure 3.2.10), since the characteristic sound was clearly 

audible during sparking.  

 

 
Figure 3.2.6 Temporal evolution of the average channel radius for a spark discharge maintained 

between tipped electrodes at 4 mm gap size. The dashed (red) line indicates an initial plasma front 

expansion velocity of 0.48 ÍÍȾАÓ (SDG B). 

It is plausible to assume, that at the beginning of expansion, the radius of the spark 

channel and the shockwave front coincide [120] . Therefore, the measurement of the initial 

front speed can be taken as a measurement of the shockwave velocity. Reinmann and 

Akram [121]  used an interferometric method to follow the shockwaves created in similar 

spark discharges. They obtained radial velocities of the shockwave of about 0.6 ÍÍȾАs, 

which is somewhat faster than the highest expansion velocity obtained here. This 

difference can be explained by the different currents in the two cases. In the experiments 

reported by Reinmann and Akram, the current raised to about 400 A in less than 100 ns, 

while in my setup, the rate of current increase was smaller: it took about 500 ns to reach a 

value around 260 A, which would qualitatively explain a smaller expansion velocity. 

3.2.3 Effect of the gap size on plasma morphology  

In this section, I summarize the observations related to the effect of gap size on the studied 

spark parameters (i.e. total light intensity, position of plasma hot spot, channel width, and 

expansion velocity), obtained from my imaging measurements. Figure 3.2.7 presents the 

time-resolved total light intensity curves at three different gaps. The general trend is that 

the total light intensity emitted is higher for larger gaps, which is in line with the 

observations that with increasing electrode distance, the energy dissipated in the gap is 

also increasing (see Section 3.1.2). 
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Figure 3.2.7 The temporal evolution of total emitted light intensity collected at different gap sizes 

(SDG B). 

 

4ÈÅ ÖÁÒÉÁÔÉÏÎ ÏÆ ÔÈÅ ÁØÉÁÌ ÐÏÓÉÔÉÏÎ ÏÆ ÔÈÅ ȰÐÌÁÓÍÁ ÈÏÔ ÓÐÏÔȱ ×ÉÔÈ ÔÈÅ Çap length is 

depicted in Figure 3.2.8. The results clearly show oscillations between the electrodes, 

which become more pronounced with increasing gap sizes. Despite measurement noise, it 

can also be clearly seen that the plasma tends to settle at the center of the gap as the 

oscillations decay. 

 

 
Figure 3.2.8 The temporal evolution of the axial position of the most luminous part of the plasma 

(plasma hot spot) at different gap sizes. Note that for the sake of clarity, only the position of one 

electrode is shown given by the dotted line, for reference. The instantaneous polarity  of the 

electrodes is also shown (SDG B). 

 

Figure 3.2.9 shows the evolution of the average channel width over time for several 

gaps. As can be seen, the spark channel undergoes similar expansion. By the end of the 

initial linear expansion (500 ns ɀ 1 АÓɊ ÔÈÅ ÃÈÁÎÎÅÌ ÂÅÃÏÍÅÓ slightly wider  with increasing 

gap size. After reaching a maximum, the channel width slowly moves towards values 

around 1.5 mm, for all gaps. The reason of this behavior is unclear. 
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Figure 3.2.9 Time evolution of the channel width at three different gap sizes. The points represent 

the measured values of the channel widths, while the solid lines are obtained by arithmetic 

averaging (using a 9-point moving window)  (SDG B). 

 

From the curves shown in Figure 3.2.9, as well as from measurements obtained at 

other experimental conditions, the initial expansion velocity of the plasma front (or the 

speed of the shockwave) was derived at different spark energies. In Figure 3.2.10, the 

initial expansion velocity, characteristic to the first, approx. 500 ns long period after the 

breakdown, is plotted as a function of spark energy. The graph convincingly proves that 

plasma channel expansion scales quasi-linearly with spark energy, and that this velocity is 

higher than the speed of sound, except for the lowest spark energy obtained at 0.5 mm gap 

size. At 0.5 mm gap size we observed that the spark show a different behavior, most 

probably because under that particular  condition the discharge works in the micro-

discharge regime [122,123]. 

 

 
Figure 3.2.10 Initial expansion velocity of the plasma front as a function of the spark energy. The 

dotted line marks the speed of sound in nitrogen at room temperature (SDG B). 

 

Since the spark energy can be controlled by several parameters, such as the size of the 

spark gap, electrode geometry and circuit capacitance, it is then possible to adjust or 

control the expansion velocity of the spark channel by tuning these parameters. 
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3.3 Spectral ly resolved  optical  emission of the spark plasma  

3.3.1 Experimental  

Time-resolved optical emission spectroscopy (OES) measurements were carried out by an 

Andor Mechelle 5000 fiber-coupled echelle spectrograph equipped with an Andor iStar 

734-18F-03 intensified CCD (ICCD) camera. In order to reduce the electromagnetic 

interference induced by the SDG, the spectroscopic instrumentation was set up in a nearby 

laboratory and the optical signal was transmitted to the spectrometer using a 12 m long 

fused silica optical fiber with 50  ʈÍ ÃÏÒÅ ÄÉÁÍÅÔÅÒȢ )Î ÏÎÅ ÐÁÒÔ ÏÆ ÔÈÅ ÅØÐÅÒÉÍÅÎÔÓ ÔÈÅ 

emitted light from the plasma was spatially integrated over a ca. 6 mm diameter circular 

area (in a direction perpendicular to the axis of the electrodes) by using a quartz collection 

lens (Avantes COL-UV/VIS). The position of the collecting lens was optimized (to the 

highest optical signal) before each experimental run. In the other part of the 

measurements spectrum acquisition was carried out by spatial resolution. To this end, the 

1:1 image of the spark plasma was produced with a fused silica lens and the bare end of 

the optical fiber (NA 0.22, SFS50/125Y, Thorlabs GmbH) was positioned to different 

locations over the image. The spectrograph was wavelength-calibrated and allowed for 

spectral data collection in the 300-800 nm wavelength range with ~0.125 nm resolution 

(at 435 nm). The spectral sensitivity of the optical system was corrected by using a NIST-

traceable deuterium-halogen calibration lamp (Model DH-2000-CAL, Ocean Optics, Inc.). 

The correction was checked before each experimental run and repeated if necessary.  

 

 
Figure 3.3.1 Schematic timing of the ICCD camera with respect to the voltage signal of the sparking 

(U(t)) in the particular case when 50 ns gate width is used with varying delay. 

 

The light acquisition of the ICCD camera was triggered either by the sharp negative 

signal edge (provided by a Tektronix P6015A high-voltage probe) or the sharp positive 

signal edge (provided by a Pearson 110 current probe) caused by the breakdown of the 

gas between the electrodes. A Stanford DG535 pulse generator was used to produce a 

logical signal after the onset of the breakdown and initiated the exposure, i.e. the spectral 

acquisition. The overall time delay (including insertion delays and signal propagation) of 

the setup is around 70-100 ns, which thus defines the temporal starting point of the 

investigations with respect to the breakdown. In order to study the time evolution of the 

spark, emission spectra of the discharge were acquired at time delays varying from 0 ns to 

50 ʈÓȢ 4ÈÅ ÇÁÔÅ ×ÉÄÔÈ ÏÆ ÔÈÅ ÃÁÍÅÒÁȟ ÈÅÎÃÅ ÔÈÅ ÔÅÍÐÏÒÁÌ ÒÅÓÏÌÕÔÉÏÎ ÏÆ ÔÈÅ ÍÅÁÓÕÒÅÍÅÎÔÓȟ 
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was set to either  50 ns or 500 ns. Each spectrum was measured on separate, consecutive 

sparks and few hundred spectra were accumulated at each experimental setting. The 

schematic graph of the timing of the ICCD is depicted in Figure 3.3.1. Spectral data 

processing was carried out by using Origin (Originlab Co.) and purpose-made scripts 

writt en in MATLAB (MathWorks, Inc.). 

3.3.2 Temporally and spatially resolved emission spectrum of the spark plasma  

The erosion of electrode material in the SDG is driven by the energetic sparking in the 

electrode gap. Due to this high energy input (on the order of ρπЈÍ* ÉÎ !Ò ÁÎÄ 100 mJ in N2) 

the electrode material is not only removed from the bulk electrodes but atoms are also 

excited and may even be ionized. The optical relaxation of these excited species is 

accompanied by the emission of photons which are characteristic to the particular 

spectroscopic transition. Figure 3.3.2 represents the typical emission spectrum of the 

spark acquired by spatially integrating the photons leaving the electrode gap into the 

acceptance angle of the lens. The spectra acquired by temporal resolution were summed 

in order to illustrate the time-averaged spectral character of the spark emission. 

 

 
Figure 3.3.2 Temporally and spatially integrated emission spectrum of the spark acquired during 

the generation of Cu NPs in nitrogen (A) and in argon (B) atmosphere (4 mm gap, 1.68 l/min gas 

flow rate, 10 mA charging current, SDG C). 

 

As it can be seen in Figure 3.3.2 the spectrum is dominated by the emission of the 

excited species of the gas ambient, namely spectral lines of atoms and singly or multiply 

charged ions4 of nitrogen or argon (marked red in the spectra), depending on the type of 

carrier gas used. Atomic lines of the electrode material (copper, marked black in the 

spectra) are also present with much smaller relative intensity. This suggests that the 

number concentration of gas species exceeds that of the electrode material in the spark 

gap which will be discussed later. 

                                                           
4 Please note that spectroscopic notation of spectral lines is used throughout the dissertation in 
parallel with the standard notation of neutral and charged species. Spectral lines arising from 
neutral species (e.g. Cu0 and N0) are denoted by the Roman numeral I (e.g. Cu I and N I), while the 
lines emitted by singly charged ions (e.g. N+) are denoted by the numeral II (e.g. N II), and so on 
with ascending Roman numerals (III, IV, etc.) for multiply charged ions. 
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As a single spark has a characteristic temporal behavior (alternating voltage and 

current waveform with exponentially damping amplitude, see Section 3.1.1) the quantity 

and the properties (e.g. temperature) of the eroded material evolves in time as well. This 

temporal evolution is reflected in the emitted photons. Each temporal stage of the spark 

plasma (see Section 1.3.2) has different contribution to the erosion of the electrodes and 

also different characteristic light emission. The pre-breakdown and breakdown stages 

have negligible contribution to the erosion of the electrode material which is supported by 

the fact that spectroscopically these stages are characterized by molecular bands in the 

emission spectrum when a molecular gas is used as ambient gas [61] . In a typical, i.e. free-

running SDG the breakdown is expected to complete quickly due to the low inductance of 

the discharge loop [61] . Figure 3.3.2A also proves that in the present case the breakdown 

completes in less than 100 ns, since the spectral acquisition started about 100 ns after the 

voltage drop between the electrodes, and the spectrum does not exhibit molecular 

nitrogen bands. 

The duration of breakdown can also be estimated from the displacement current 

which is proportional to the first derivative of the voltage waveform. For an SDG operating 

with copper electrodes under argon atmosphere the derivative of the voltage exhibits a 

sharp peak about 15 ns before the current starts flowing. This peak is most probably 

associated with the breakdown of the gap, which therefore suggests that the breakdown 

completes in 40-50 ns, as indicated by the 1/e2 width of the signal. This agrees well with 

the above considerations based on the absence of molecular bands in the emission 

spectrum of the spark. This very short breakdown duration means that the breakdown 

occurs practically instantaneously, as compared to the timescale of the entire emission 

process when the voltage between the electrodes drops.  

The discharge enters the arc stage after the breakdown is completed and hence 

current is able to flow through the conducting plasma between the electrodes. The arc 

stage of the spark is accompanied by intense light emission, which is dominated by the 

spectral lines of ions and atoms of the ambient gas. The results to be shown in the 

following were obtained in an SDG operating with copper electrodes under argon 

atmosphere. The temporal behavior of the intensity of the emission from several ionic 

species measured in the center point of the spark gap is shown in Figure 3.3.3A. The light 

emission of Ar+ and Ar2+ follows the current oscillations in the discharge loop and is only 

detectable while electric current flows between the electrodes. This is due to the fact that 

the ionization (and excitation) energies of these species are high thus can only be supplied 

by the discharge when the temperature and electron concentration is the highest in the 

gap [53] . This implies that argon ions present and emit in the close proximity of the center 

of the current-conducting channel bridging the electrodes, therefore the light emission of 

these ions can be used to monitor the properties (e.g. position, extent, temperature) of the 

current-carrying channel. Apart from the emission of the ionic species, atomic argon 

emission is also detectable from the very beginning of the arc stage as evidenced by the 

temporally resolved spectra (see Figure 3.3.4A). As it will be shown later, it means that 
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argon atoms and ions coexist in the conducting spark channel and have the same 

temperature in a given position. However, they have different spreading rates and hence 

ÁÒÇÏÎ ÁÔÏÍÓ ÓÐÒÅÁÄ ÆÁÒÔÈÅÒ ÁÐÁÒÔ ÆÒÏÍ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÁØÉÓ ÁÓ ÔÉÍÅ ÐÁÓÓÅÓ (cf. 

Figure  3.3.3B and Figure 3.3.4B). 

Unfortunately Cu+ could only be detected with a very low signal-to-noise ratio, which 

is probably due to the reduced sensitivity of my instrumentation in the UV range, where 

dominant Cu II lines emit. The approximate time at which the light emission from Cu+ 

peaks differs significantly from that of the argon species. This proves that copper species 

are much less abundant in the gap at early times, since they are only produced in the arc 

stage. 

 

     
Figure 3.3.3 Time evolution of the intensity of some selected ionic spectral lines, emitted from the 

center of the gap (A). The spatial variation of the peak intensity of an ionic Ar spectral line 

ÐÅÒÐÅÎÄÉÃÕÌÁÒ ÔÏ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ common axis, at the center of the gap (B)  

(Cu electrodes in Ar gas, SDG A). 

 

In order to reveal the spatial extent of the spark channel, as defined by Ar ions during 

the arc stage, a 7 mm wide area perpendicular to the direction of the common axis of the 

electrodes was scanned at the center of the gap (i.e. in the direction of the argon flow). 

Time evolution curves, similar to those shown in Figure 3.3.3A, were constructed from 

the recorded emission spectra. In Figure 3.3.3B, the emission intensity at the maximum of 

the time evolution curves (denoted as peak intensities on Figure 3.3.3A) of the Ar II5 line 

is plotted as a function of spatial position. Within the time-resolution of the present 

experiments the emission lines of Ar+ ions reach their peak intensity simultaneously 

across a 2 mm wide area at around 500 ns after the onset of the breakdown. As can be 

seen in Figure 3.3.3B, the spatial distribution of the emission intensity of the Ar II species 

has a full width at half maximum (FWHM) of about 0.7 mm. This can be used to represent 

the diameter of the spark channel when the intensity of the given spectral line is at 

maximum, that is, when the formation of the channel is finished. It should be noted, that 

the spark channel evolves in time, which results in the broadening of the channel, as was 

                                                           
5 Several spectral lines of each species have been investigated. It was confirmed that the intensity of 
spectral lines of the same species have similar temporal and spatial evolution. Therefore one line, 
detectable with good signal-to-noise ratio, was selected from each species as the representative 
spectral line of the given species. 
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already shown in Section 3.2.2, where an approx. threefold increase in diameter was found 

by the end of the arc stage in nitr ogen atmosphere from the spectrally integrated data (cf. 

Figure 3.2.5). 

In the afterglow stage, i.e. well after the conductive channel had ceased, light emission 

from the spark gap is still detectable even though no (further) energy is pumped into the 

spark gap from the capacitor. It is apparent from Figure 3.3.4A, that this sustained 

radiation is produced by excited atomic species. The intensity evolution of Ar I and Cu I 

spectral lines is shown in Figure 3.3.4A. The Ar I emission peaks within the arc stage of 

the discharge, and it sustains until approx. 50 ʈÓȢ 4ÈÅ ÅÍÉÓÓÉÏÎ ÏÆ ÃÏÐÐÅÒ ÁÔÏÍÓ ÃÅÁÓÅÓ 

approximately at the same time as that of the argon, but it reaches its peak intensity 

considerably later, at around 20 ʈÓ ÁÆÔÅÒ ÔÈÅ ÂÒÅÁËÄÏ×ÎȢ  

 

     
Figure 3.3.4 Time evolution of the intensity of some selected atomic spectral lines, emitted from 

the center of the gap (A). The spatial variation of the peak intensity of some specific atomic spectral 

ÌÉÎÅÓ ÐÅÒÐÅÎÄÉÃÕÌÁÒ ÔÏ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÃÏÍÍÏÎ ÁØÉÓȟ ÁÔ ÔÈÅ ÃÅÎÔer of the gap (B) 

(Cu electrodes in Ar gas, SDG A). 

 

Figure 3.3.4B shows the spatial distribution of the emission of atomic Cu and Ar 

when their respective peak intensity is reached. Unlike ions, where emission peaks in the 

arc stage, the peak intensity of atomic spectral lines shifts towards longer times as a 

function of ÄÉÓÔÁÎÃÅ ÆÒÏÍ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÃÏÍÍÏÎ ÁØÉÓȢ 4ÈÉÓ ÓÕÇÇÅÓÔÓ ÔÈÁÔ ÄÕÒÉÎÇ ÔÈÅ 

afterglow, atomic species are spreading outwards from the center line of the spark 

channel, where ions exist in the arc stage and their emission exhibits spatial distributions 

having a characteristic FWHM of 2.3 and 4.6 mm for Ar and Cu, respectively. The broader 

intensity-distribution of th e atomic copper lines are probably due to the much lower 

excitation energy of Cu, as compared to Ar atoms, therefore excited and emitting Cu 

species can exist also in the outer, somewhat cooler region of the discharge. 

The emission spectroscopic results shown above illustrated the particular case when 

copper electrodes are used in argon gas. However, the considerations summarized above 

also hold for different electrode materials and carrier gases. This was proved by 

performing similar experiments with a variety of electrode materials and different carrier 

gases.  
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Figure 3.3.5 Temporal evolution of the intensity of some selected atomic and ionic spectral lines, 

emitted from the center of the gap in case of gold electrodes in argon atmosphere. The points are 

connected to guide the eyes only (SDG A). 

 

Figure 3.3.5 illustrates the temporal evolution of the intensity of spectral lines 

acquired during the generation of Au NPs in argon atmosphere. The same order of 

appearance of the emission of different species is discernible. Namely that the intensity of 

spectral lines emitted by species of the gas ambient peaks first (ionic lines are ahead of 

that of the atoms), followed by the emission originating from the electrode material 

(similarly to Ar lines, Au II precedes Au I). The generality of the temporal behavior of 

different species exist in the spark gap also hold for different electrode materials. 

 

 
Figure 3.3.6 Temporal evolution of the intensity of selected atomic spectral lines of Cu, Ni, Au, and 

Ag emitted from the center of the gap in case of argon atmosphere (SDG A). 

 

Figure 3.3.6  shows that the intensity of atomic spectral lines of four electrode 

materials, copper, nickel, gold, silver, evolves very similarly over time. The emission of the 

Ni I line peaks somewhat sooner than the rest of the lines of the metal atoms, but the 

overall trend of each dataset is almost identical. 

3.3.3 Effect of control parameters  on the emission spectra  

In the following, the effect of two of the main control parameters, namely the gap size and 

charging current will be shown on the spectroscopic properties of various species (both 

that of the electrode material and the carrier gas), present in the spark gap. The 

experiments were performed using two electrode materials, namely Au and Cu under N2 
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atmosphere. Although monitoring the emission of metal atoms is most directly related to 

nanoparticle generation, along with that the emission of atomic nitrogen, the most 

abundant component of the spark plasma in the present case is also discussed here. To 

this end, the intensity (which is defined as the area under the spectral line) of selected 

atomic copper, gold and nitrogen lines (521.82 nm, 479.26 nm and 746.83 nm, 

respectively) was measured in the afterglow stage of the spark (more specifically, in a 

10 АÓ ÌÏÎÇ temporal window starting 5 АÓ after the onset of the breakdown). The 

temporally resolved spectra were summed in order to get a cumulated spectrum 

representing the afterglow stage. 

Considering the typical SRR values obtained in the present experiments and the 

length of the afterglow stage it can be assumed that consecutive sparks are optically 

independent from each other, so the emission intensity of a single spark does not depend 

on the SRR. Therefore the emission intensity data shown below are always normalized to a 

single spark. 

 

   
Figure 3.3.7 Normalized intensity of an atomic spectral line of the gas and the electrode material as 

a function of the charging current acquired during sparking between Cu (A) and Au (B) electrodes 

in nitrogen. (SDG C, 2 mm gap size, 1.68 l/mni  gas flow rate). 

 

As can be seen in Figure 3.3.7, the intensity of atomic metal and gas spectral lines 

follows very similar trends in case of both Cu and Au electrodes. The atomic nitrogen 

emission decreases monotonously while the emission of metal atoms varies via a slight 

maximum with increasing charging current.  
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Figure 3.3.8 Normalized intensity of an atomic spectral line of the gas and the electrode material as 

a function of gap size acquired during sparking between Cu (A) and Au (B) electrodes in nitrogen. 

(10 mA charging current, 1.68 l/min  gas flow rate, SDG C). 

 

The variation of the gap size results in a different trend. As it is shown in Figure 3.3.8 

the intensity of the N I line increases monotonously with increasing gap size, while the 

emission of metal atoms shows a saturating behavior after about 3 mm gap for both 

electrode materials. 

Figure 3.3.7 and Figure 3.3.8 prove that the control parameters of the SDG (namely 

the gap size and the charging current) clearly affect the optical emission of the spark. The 

emission of atomic nitrogen behaves differently from that of the atomic gold and copper. 

The results obtained for different metal electrodes, namely copper and gold, in nitrogen 

atmosphere exhibit very similar trends. 

The amount of metal vapor eroded by a single spark is determined by the spark 

energy6 [84]  and OES is a perfect tool to gain in situ information on the erosion process in 

this regard. If we assume that the optical emission of the spark plasma depends solely on 

the energy per spark (indirectly affecting the plasma temperature in addition to the 

concentration of the eroded material), the atomic emission intensities (shown in 

Figure  3.3.7 and Figure 3.3.8) can be presented on the same graph regardless of whether 

the particular energy per spark value was achieved via varying the gap size, the charging 

current, or both. Please note, that the measured emission intensity values depend on the 

actual light collection conditions (e.g. the optical system, integration time, gain factor, 

averaging, etc.) so the spectra measured in different experimental runs were needed to be 

scaled to make trends comparable. In order to facilitate this re-scaling the measurement 

series were performed to contain overlapping energy values which were used to 

normalize the acquired spectra to the same stored energy. 

 

                                                           
6 In the cited reference the spark energy is considered to be equal to the energy stored in the 
capacitor. I have previously shown in Section 3.1 that these two quantities are not necessarily 
equivalent, although they are proportional to each other when the electric circuit of the SDG is 
fixed. Since the results shown in the present section are obtained in an SDG of fixed electrical 
parameters, the tendencies presented hold both for the spark energy and stored energy. Since it is 
more straightforward to derive the stored energy, for the sake of convenience I will present the 
measured data as a function of the stored energy. 
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Figure 3.3.9 Normalized intensity of an atomic nitrogen line as a function of the stored energy 

acquired during sparking between Cu (A) and Au (B) electrodes.  

(varying gap and charging current values, 1.68 slm gas flow rate, SDG C). 

 

Since the most dominant feature of the emission spectra of the spark are the atomic 

and ionic lines of the ambient gas (here nitrogen) it seems logical to examine the effect of 

the energy stored in the capacitor6 on the emission of nitrogen atoms. The normalized 

intensity of a typical atomic nitrogen line (N I 746.83 nm) measured at different stored 

energies during sparking between Cu and Au electrodes is shown in Figure 3.3.9. Points 

represented by closed symbols were obtained when the spark energy was varied via 

changing the gap size, while open symbols represent intensities obtained by the variation 

of the charging current. As it is illustrated by the fitted dashed line, the overall trend of the 

emission intensity is linear in the entire energy range studied, meaning that nitrogen 

atoms emit more light when the spark energy is increased, regardless of whether this 

increase is realized via adjusting the gap or the charging current. This also justifies the 

previous assumption on the dependence of the emission intensity on the spark energy. As 

can be seen in Figure 3.3.9A and Figure 3.3.9B the observed linear correlation applies to 

both electrode materials studied. 

 

  
Figure 3.3.10 Normalized intensity of an atomic Cu (A) and Au (B) line as a function of the stored 

energy acquired during sparking under nitrogen atmosphere.  

(varying gap and charging current values, 1.68 slm gas flow rate, SDG C). 

 

As it is shown in Figure 3.3.10, the emission intensity of metal atoms behaves 

differently from that of the nitrogen. The emission intensity of Cu I increases roughly 

linearly up to about 300 mJ (by varying either the gap or the charging current), beyond 



50 
 

which the increasing tendency slows down, or even saturates (Figure 3.3.10A). A similar 

trend can be seen in Figure 3.3.10B for Au electrodes, with the sole difference that the 

threshold energy is about 600 mJ. 

The intensity of a spectral line depends on the temperature and the concentration of 

the given species [124] . If we assume that the spark is in local thermodynamic equilibrium 

during the spectral acquisition (see Section 3.4.2 for the justification of this assumption in 

the afterglow) it  follows that nitrogen and metal atoms, existing in the same spatial region, 

have the same temperature. This suggests that the difference observed between the 

dissimilar behavior of nitrogen and metal atoms (cf. Figure 3.3.9 and Figure 3.3.10) 

should be attributed to the concentration difference of the two species. Nitrogen atoms are 

present in the spark gap before each spark event at a constant concentration while copper 

or gold atoms are only produced during sparking (cf. Figure 3.3.4 and Figure 3.3.5). In 

light of this Figure 3.3.10 suggests that after a certain threshold value, the energy is 

utilized less efficiently for increasing the concentration of metal atoms in the spark gap. 

 

3.4 OES-based diagnostics of the spark plasma  

3.4.1 Methods 

Temporally resolved emission spectra acquired with the instrumentation described in 

Section 3.3.1 were also used for plasma diagnostic calculations. More specifically, optical 

emission spectroscopic (OES) data (cf. Figure 3.3.2, Figure 3.3.5) were used to derive the 

temperature and the electron concentration of the spark plasma. The Boltzmann plot 

method (see e.g. [125,126]) is a widely used method for calculating the so-called excitation 

temperature of the plasma. Here one needs to assume, that the system is in local 

thermodynamic equilibrium (LTE), i.e. the population of the excited states obey the 

Boltzmann distribution. As a consequence, the emitted intensity of a transition between 

two energy levels (iO j) can be written as: 

 Ὅ ὃ ὫὲὩ    (3.4.1) 

where Aij is the transition probability, Z is the partition function, gi and Ei are the statistical 

weight and the energy of the excited level (denoted by subscript i), respectively, k, h, and c 

are the Boltzmann constant, the 0ÌÁÎÃËȭÓ ÃÏÎÓÔÁÎÔȟ and the speed of light, respectively, T is 

the excitation temperature, ʇij is the wavelength of the transition, and n is the number 

concentration of the studied species. If we rearrange Equation  3.4.1 it is apparent that 

different spectral lines of a selected species scatter around a straight line when ÌÎ  is 

plotted as a function of Ei: 

 ÌÎ ÌÎ   (3.4.2) 

The slope of the line (i.e. ) as defined by Equation 3.4.2 can be used to derive 

the excitation temperature of the given species. This form of the Boltzmann plot method 
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can only be used for a single species at a given ionization level. However, Equation 3.4.2 

can be generalized to a given species at different ionization levels or to different species at 

the same ionization level if additional information on the plasma is available. The former is 

called the Saha-Boltzmann method (see e.g. [64,126]) while the latter is the so called 

multi -element Saha-Boltzmann method [126] . 

When LTE exists in a plasma it is assumed that at a given spatial position (i.e. locally) 

all species have the same temperature which, together with the electron concentration, 

sets the concentration of the species at different ionization levels through the Saha 

equation: 

 ὲ ς ÅØÐ
Ў
ὲḳὛὲ, (3.4.3) 

where ne is the number concentration of electrons, W+ is the ionization energy of the 

studied species and ɝW is the lowering of the ionization energy [127] . The + subscript 

refers to ions. By combining Equation s 3.4.2 and 3.4.3 the following generalized equation 

can be written for a given species at different ionization levels: 

 ÌÎ ÌÎὲ ,  (3.4.4) 

where S is unity for atoms and can be calculated from Equation 3.4.3 for each ionization 

level as a function of temperature and electron concentration. Plotting ions and atoms on 

the same graph obviously widens the energy spread of species and hence increases the 

accuracy of temperature determination via spectroscopic means. The validity of LTE 

assumption can also be inferred from the linearity of the plot. However, Equation 3.4.4 

requires the knowledge of the electron concentration and Z and S also contain the 

temperature, hence solving the Saha-equation requires an iterative process for 

determining the temperature. 

Optically well resolved, interference- and self-absorption-free spectral lines need to 

be selected for the above calculations. The atomic data of transitions selected for the case 

of Cu electrodes in Ar gas were taken from the NIST database [128]  and are tabulated in 

Table 3.1. The effect of self-absorption, which could potentially bias the results of the 

temperature calculation, was tested by using the double light path method [129]  and was 

found to be negligible at the selected spectral lines used. It should be noted, that the 

accuracy of the excitation temperature values obtained can be influenced by the accuracy 

of the transition probabilities, which is also tabulated in Table 3.1. 
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Table 3.1 Atomic data of selected Ar and Cu transitions; ʇij is the emission wavelength, Ei and gi are 

the energy and the statistical weight of the upper level and Aij is the transition probability  

of selected atomic transitions, respectively. 

 

Spectrum ʇij  [nm]  Ei [cm -1] gi Aij  [×107 s-1]  Aij  accuracy [%]  
Ar I 738.40 107290 5 0.85 Ѕ25 
Ar I 763.51 106237 5 2.45 Ѕ25 
Ar I 696.54 107496 3 0.64 Ѕ25 
Ar I 794.82 107132 3 1.86 Ѕ25 
Ar II 448.18 173393 6 4.55 Ѕ10 
Ar II 457.93 161089 2 8.00 Ѕ10 
Ar II 458.99 170401 6 8.20 Ѕ3 
Ar II 480.60 155043 6 7.90 Ѕ3 
Ar II 484.78 155708 2 8.50 Ѕ10 
Ar II 487.99 158730 6 7.80 Ѕ3 
Ar II 496.51 159393 4 3.94 Ѕ3 
Ar II 506.20 155351 4 2.23 Ѕ10 
Ar II 465.79 159706 2 8.10 Ѕ10 
Ar II 476.49 160239 4 5.75 Ѕ10 
Ar III  328.58 204803 7 20.00 Ѕ50 
Ar III  330.19 204656 5 20.00 Ѕ50 
Ar III  331.12 204570 3 20.00 Ѕ50 
Cu I 521.82 49942 6 7.50 Ѕ18 
Cu I 465.11 62403 8 3.80 Ѕ18 
Cu I 510.55 30783 4 0.20 Ѕ18 
Cu I 515.32 49935 4 6.00 Ѕ18 
Cu I 578.21 30535 2 0.17 Ѕ18 
Cu I 458.70 62948 6 3.20 Ѕ18 

 

The electron concentration in the spark channel during the arc stage was calculated 

from the Stark broadening of the emitted spectral lines. The Stark effect dominantly 

depends on electron impacts while the electric microfields of ions have a minor 

contribution  [129] . In the present work  the broadening of the 460.96 nm Ar II line was 

used to derive the electron concentration. In case of ionic lines, the contribution of ions to 

the Stark broadening is negligible and the Stark width, according to Konjevic [129] , can be 

approximated by: 

 ύὔȟὝ ύ Ὕ Ͻὔ Ͻρπ ὧά  (3.4.5) 

where w is the full width at half maximum (FWHM) of the Lorentzian line profile 

associated to Stark broadening, Ne is the electron concentration and we is the electron 

impact FWHM at Ne =1017 cm-3 and Te is the electron temperature. As can be seen in 

Equation  3.4.5, the electron concentration can be derived from the Stark width of a 

spectral line if we is known at the given electron temperature. Prior to applying 

Equation  3.4.5 to a measured line profile other broadening mechanisms, such as natural, 

Doppler, collisional and instrumental broadening have to be considered. By using a low-

pressure calibration source I determined that the most dominant mechanism in the 

present case is instrumental broadening, which results in a Gaussian line profile (which 

has an FWHM of 0.128 nm in the present case). The Stark width of the spectral line was 

therefore obtained by fitting the measured line profile with a Voigt profile, having a 
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Gaussian component of fixed width accounting for instrumental broadening. It should be 

noted that the derived electron concentrations have uncertainties around 25%, set by the 

accuracy of the electron impact width value used in Equation  3.4.5. The electron width 

value used here was taken from [130] . 

The OES data processing and calculations were carried out by using Origin (OriginLab 

Corporation) and by purpose-made scripts written in Python 3.5 programming language 

and MATLAB (MathWorks, Inc.). 

3.4.2 Properties of the spark plasma  

The temporally and spatially resolved optical emission spectra of the spark allows for the 

derivation of the electron concentration, temperature and the concentration of the metal 

and gas species that exist in the spark plasma as a function of time and space. In the 

following the OES-based characterization of a spark plasma used for the generation of 

copper NPs under argon atmosphere will be shown, as an example. 

During the arc stage of the spark, the electron concentration was derived from the 

Stark broadening of Ar II lines, as described in Section 3.4.1. The temporal evolution of the 

electron concentration in the spark channel (reported here for three points around the 

center of the spark gap) is shown in Figure 3.4.1. As can be seen its value decreases from 

ͯχϼρπ17 cm-3 ÔÏ ͯςϼρπ17 cm-3 as the amplitude of the oscillating current decays. The three 

datasets plotted in Figure 3.4.1 also prove, that the electron concentration is very similar 

across the 0.7 mm diameter plasma channel. 

 
Figure 3.4.1 The electron concentration of the spark plasma during the arc stage at different 

spatial locations (on axis and 2 radially symmetric positions, Cu electrodes in Ar gas, 2 mm gap, 

100 Hz SRR, SDG A). 

 

In accordance with the literature (e.g. [63,64]) I assume that the LTE condition holds 

in the arc stage of the spark discharge. Based on this assumption, the excitation 

temperature can be derived from the intensity of selected spectral lines by using the 

Boltzmann plot method (see Section 3.4.1 for further details). The existence of LTE could 

be checked by comparing the temperature values derived from the spectra of different 

species (see e.g. [64] ). Unfortunately, in the present case the energy spread of the apparent 

spectral lines only allowed for temperature determination for Ar+ ions. However, as it was 

pointed out in Section 3.4.1, indirect evidence on the existence of LTE can be found by 

constructing the Saha-Boltzmann plot of argon species at different ionization levels, 



54 
 

namely Ar0, Ar+ and Ar2+ (tabulated in Table 3.1). Figure 3.4.2A shows the Saha-

Boltzmann plots obtained at different delays in the spark gap. Both Ar III, Ar II and Ar I 

lines are incorporated in the graph where the signal-to-noise ratio of the experimental 

data allowed me to do so.  

 

    
Figure 3.4.2 Saha-Boltzmann plots obtained in the spark gap at different time delays (A), and the 

temporal variation of the temperature plotted over the oscillating electric current waveform (B). 

The temperature values were derived from the acquired emission spectra which were taken with a 

gate width of 500 ns at every 500 ns starting from about 70 ns after the peak current (Cu electrodes 

in Ar gas, 2 mm gap, 100 Hz SRR, SDG A).  

 

As it can be seen in Figure 3.4.2A, the Saha-Boltzmann plots of argon atoms and ions 

show small scatter and good linearity up until 2500 ns delays. This provides a strong 

indication that Ar0, Ar+ and Ar2+ have the same temperature during the arc stage in the 

spark channel hence LTE is reached and allows for calculating a common temperature 

with  relatively small uncertainty. The graph shown in Figure 3.4.2B presents the time 

evolution of the temperature derived in the center of the gap from the slope of the fitted 

lines shown in Figure 3.4.2A. The temperature (in the temporal range where the signal-

to-ÎÏÉÓÅ ÒÁÔÉÏ ÐÅÒÍÉÔÔÅÄ ÔÈÅ ÃÁÌÃÕÌÁÔÉÏÎÓɊ ÈÁÓ Á ÐÅÁË ÖÁÌÕÅ ÏÆ ͯɉςππππϻτψπɊ K and 

ÄÅÃÒÅÁÓÅÓ ÔÏ ͯɉρφφππϻςψπɊ K following to the decrease of the amplitude of the current 

oscillations. The emission spectroscopic analysis of arc discharges in argon is investigated 

in detail for tungsten-inert gas (TIG) welding. Recently a thorough study was published on 

the temperature distribution of TIG arcs in the current range of 100-200 A, where peak 

temperatures of about 17000-19500 K were reported near the cathode [131] . These 

values agree fairly well with the temperatures we obtained here in the 0.5-2.0 ʈs time 

range in which the peak current is also around 100-200 A. 

During the afterglow stage, the electron concentration is not high enough to facilitate 

the reliable observation of Stark broadening of the spectral line with the instrumentation I 

used. The temperature is also lower, therefore the spectral lines of ionic species could not 

be detected and hence Saha-Boltzmann method could not be used, either. Therefore I 

developed the following model for deriving the temperature and estimating the 

concentration of the species populating the discharge gap in the afterglow regime. The 

model is based on the following assumptions: i)  atmospheric pressure prevails in the 

spark gap, ii)  the discharge is only composed of electrons and the neutral and singly 
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charged ionic species of the ambient gas, as well as that of the electrode material (here: 

electrons, Ar, Ar+, Cu, Cu+), iii)  LTE holds, iv) the net charge of the discharge plasma is zero. 

These assumptions can be expressed via the following equations: 

 ὲ ὲ ὲ  (3.4.6) 

 ὴ ὲ ὲ ὲ ὲ ὲ ὯὝ  (3.4.7) 

 Ὅ Ὤ’ ὃ Ὣ ÅØÐ ὲ  (3.4.8) 

 Ὅ Ὤ’ ὃ Ὣ ÅØÐ ὲ   (3.4.9) 

 ς ÅØÐ 
Ў

 (3.4.10) 

 ς ÅØÐ 
Ў

 (3.4.11) 

where nCu0, nAr0, nCu+, nAr+ and ne are the concentration of copper atoms, argon atoms, singly 

charged copper and argon ions, and electrons, respectively. p denotes the pressure in the 

gap, T is the equilibrium plasma temperature, ICu0, IAr0, ʉCu0, ʉAr0 are the intensity and the 

frequency and gCu0, gAr0 and ECu0 EAr0 are the statistical weight and the energy of the upper 

state of a specific Cu I and Ar I spectral line, respectively. ZCu+, ZCu0, ZAr+, ZAr0 are the 

partition functions of Cu and Ar ions and atoms, respectively, h ÉÓ ÔÈÅ 0ÌÁÎÃËȭÓ ÃÏÎÓÔÁÎÔȟ kB 

is the Boltzmann constant, me is the mass of electron, WCu+ and WAr+ are the first ionization 

energies of Cu and Ar, respectively and ɝW is the decrease in the ionization energy 

according to Griem [127] . Equation 3.4.6 expresses the neutrality criterion, 

Equation  3.4.7 ÉÓ $ÁÌÔÏÎȭÓ ÌÁ×ȟ Equations  3.4.8 and 3.4.9 are the emission intensity of an 

atomic copper and argon line, respectively while Equations 3.4.10 and 3.4.11 denote a 

pair of Saha-Boltzmann equations describing the ratio of the concentration of ions to 

atoms for Cu and Ar, respectively. 

Two of the above given assumptions need to be corroborated. First, one has to 

assume that the discharge is under atmospheric pressure during the afterglow stage. The 

breakdown is accompanied by a pressure peak which can be as high as 120 bar in case of a 

nanosecond spark discharge [121] . After this peak pressure drops exponentially and 

settles close to atmospheric pressure again by the end of the arc stage [80,121]. Although 

the exact pressure values might depend on the experimental conditions, considering this 

rapid exponential decrease it is safe to assume that the initial  atmospheric pressure is 

quickly reached in about 10 ʈs after the onset of the breakdown. 

The other main assumption of Equation s 3.4.6-3.4.11 is the LTE condition during the 

afterglow stage. As it was pointed out earlier it is widely accepted in the scientific 

literature that LTE is reached in less than a microsecond after the onset of the breakdown 

in spark discharges [53,63]. However, it is not trivial how long this equilibrium exists 

during the afterglow stage of the discharge. Since the electron concentration is decreasing, 

the spark plasma is recombining during the afterglow, therefore it is clear that time-
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averaged LTE-based techniques could not be applied, so temporally resolved 

measurements are needed, instead. Therefore, I assume that the discharge evolves 

through quasi-equilibrium intermediate states, in which LTE conditions hold during the 

500 ns temporal window of the spectral acquisition and hence Equation s 3.4.6-3.4.11 

can be applied to characterize the spark. Considerations about the validity of this 

assumption will be made later in this section. 

The intensity ratio of atomic copper and argon lines can be calculated from 

Equation s 3.4.6-3.4.11 in a given temperature and electron concentration range. By 

comparing the calculated values with experimentally determined intensity ratios the 

plasma parameters can be deduced. The measured intensity ratios of two Cu-Ar line pairs 

(Cu I 521.82 nm/Ar I 738.40 nm and Cu I 515.32 nm/Ar  I 751.53 nm) were used to find 

solutions of Equation s 3.4.6-3.4.11. In order to find the best possible solution Saha-

Boltzmann plots were constructed incorporating the atomic emission lines of both argon 

and copper. This requires the modification of Equation 3.4.4 by weighting the left side 

with the concentration of the given species (denoted as n) calculated from 

Equation s 3.4.6-3.4.11. It is expected that if both Saha and Boltzmann equilibrium 

conditions are met (i.e. assumptions of Equation s 3.4.6-3.4.11) the points belonging to 

argon and copper lines lie on the same line. A further verification of the calculated data 

was made by simulating the emission spectrum (including the calculation of the Voigt line 

profiles dependent on the derived plasma parameters) and comparing it to the measured 

spectrum.  

By using this model, the discharge parameters (i.e. the equilibrium plasma 

temperature, electron concentration, and the concentration of the species in the gap) were 

estimated from the emission spectra collected 20.5 АÓ ÁÆÔÅÒ ÔÈÅ ÂÒÅÁËÄÏ×Îȟ ÎÁÍÅÌÙ ÁÔ ÔÈÅ 

time when the Cu I emission is about its maximum. The multi-element Saha-Boltzmann 

plot obtained from 6 Cu I and 4 Ar I spectral lines (see Table 3.1) measured around the 

center of the gap is shown in Figure 3.4.3A. It can be seen that the points at similar 

energies overlap and both Cu and Ar lines nicely fit on the same line indicating the 

consistency of the results. The error of the derived temperatures comes from the error of 

the slope of the linear fit to the points of the multi-element Saha-Boltzmann plot and 

ignores the uncertainty of constants used for the calculations (see Section 3.4.1). This 

uncertainty translates to an absolute temperature error of about 130-300 K for most cases 

discussed here. It should be noted, that the concentration values derived from the model 

are fairly sensitive to temperature variation, so spectral lines having upper energy spread 

as wide as possible should be incorporated in the Saha-Boltzmann plot in order to 

maximize the accuracy of temperature determination (c.f. the comparison of the accuracy 

of the Boltzmann and Saha-Boltzmann methods in Section 3.4.1). The emission spectrum 

of the three most dominant Cu I spectral lines simulated under plasma conditions derived 

from Equation s 3.4.6-3.4.11 is shown in Figure 3.4.3B together with the measured 

spectrum. The effect of the error of the temperature calculation on the simulated spectrum 

is indicated by a grey zone around the solid, black curve.  
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Figure 3.4.3 Multi -element Saha-Boltzmann plot of atomic Ar and Cu lines (A) and the spectrum of 

the three most dominant Cu I lines measured (dashed curves) and simulated (solid curves) (B) in 

the center of the gap at 20.5 АÓ ÁÆÔÅÒ ÔÈÅ ÂÒÅÁËÄÏ×ÎȢ 4ÈÅ ÅÒÒÏÒ ÉÓ ÓÈÏ×Î ÁÓ a grey zone around the 

simulated spectrum. The 521.82 nm peak is shown magnified in the inset (Cu electrodes in Ar gas, 

2 mm gap, 100 Hz SRR, SDG A). 

 

It can be seen from Figure 3.4.3B that the simulated spectrum fits the measured one 

neatly, which suggests that the initially assumed LTE condition is met and this model 

describes the spark in the SDG during the afterglow stage fairly well. The parameters 

calculated from spectra measured in the center of the gap at 20.5 АÓ ÁÆÔÅÒ ÔÈÅ ÂÒÅÁËÄÏ×Î 

are summarized in Table 3.2. It can be seen that the temperature is about ɉρπψςπϻρσπɊ K, 

and the electron concentration is ca. (3.59ϻπȢσωɊ ϼρπ16 cm-3, the latter is about one order 

of magnitude smaller than the characteristic value at the end of the arc stage 

(cf. Figure  3.4.1). 

 

Table 3.2 Calculated parameter values for the center of the gap 20.5 АÓ ÁÆÔÅÒ ÔÈÅ ÂÒÅÁËÄÏ×ÎȢ nCu 

and nAr denote the sum of the concentration of ion and atoms of Cu and Ar species, respectively. The 

error of the concentrations was derived from the error of the temperature determined from the 

Saha-Boltzmann plot. 

 

T [K]  ne  
[1016 cm-3]  

nCu0  
[1013 cm-3]  

nAr0  
[1017 cm-3]  

nCu+  
[1014 cm-3]  

nAr+  
[1016 cm-3]  

nCu  
[1014 cm-3]  

nAr  
[1017 cm-3]  

ρπψςπϻρσπ σȢυωϻπȢσω σȢψυϻπȢσφ φȢπψϻπȢρφ ωȢςτϻρȢπψ σȢτωϻπȢσψ ωȢφσϻρȢπψ φȢτσϻπȢρφ 

 

The temporally resolved data, together with my simple model, also allow for 

estimating the rate of change of temperature and electron concentration during the 

afterglow. By evaluating the data in the center of the gap σȢτ ρπ  and 

ρȢτ ρπ  are obtained. From this it follows that the temperature and the 

electron concentration changes by ~170 + ÁÎÄ ͯχϼρπ15 cm-3, respectively during the 

500 ns temporal window of the spectral acquisition, which corresponds to a ~1.5% and 

~20% change of the temperature and electron concentration, respectively. The electron 

concentration is frequently used to estimate whether LTE exists in a spark plasma or not, 

by comparing it to a critical value calculated from the Griem criterion [64] . Although one 

cannot rely solely on the electron concentration, this criterion could provide a rough 

estimate of the temporal window in which LTE holds in the afterglow. From the values 
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reported earlier I obtained that LTE does hold in the studied system until around 24 АÓ 

after the breakdown. 

In order to investigate the spatial distribution of species emitting in the spark plasma, 

emission spectra were taken at different spatial locations, both ÁÌÏÎÇ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÁØÉÓ 

and perpendicular to it. In addition to these measurements, fast imaging (by means of a 

separate ICCD camera) was used in order to acquire data on the exact shape of the 

discharge under the present experimental conditions. The cylindrical shape of the 

discharge which is characteristic to the arc stage becomes more diffuse after the current 

ceases, which fits nicely into the general tendency of plasma morphology evolution, shown 

previously in Figure 3.2.2. The image of the spark gap at 20.5 АÓ ÁÆÔÅÒ ÔÈÅ ÂÒÅÁËÄÏ×Îȟ 

acquired concomitantly with the spectral measurements is shown in Figure 3.4.4. 

 

 
Figure 3.4.4 Image of the electrode gap taken with 100 ns exposure time at 20.5 АÓ ÁÆÔÅÒ ÔÈÅ 

breakdown. The points where emission spectra were taken are indicated by the blue dots along the 

axes (Cu electrodes in Ar gas, 2 mm gap, 100 Hz SRR, SDG A). 

 

Under the conditions used in these measurements the image, i.e. a 2D projection, of 

the spark shows the presence of an emitting, more-or-less rectangular area having 

dimensions of ~3 mm in height, ÉȢÅȢ ÐÅÒÐÅÎÄÉÃÕÌÁÒ ÔÏ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÃÏÍÍÏÎ ÁØÉÓ and 

~1  mm in width, i.e. along the electrodesȭ common axis. Please note, that the emission 

collected by the imaging ICCD is spectrally integrated, thus the image cannot be directly 

related to the distributi on of a specific species. Still, it suggests that the overall emission of 

the excited species is fairly  homogenous in the central core. However, by evaluating the 

spectrally resolved emission taken at different spatial points (indicated by blue dots in 

Figure 3.4.4) the distribution of the spark parameters, namely temperature and electron 

concentration, can be derived from my semi-empirical model based on Equation s 3.4.6-

3.4.11. The calculated temperatures and electron concentrations and their spatial 

variation, both along and perpendicular to the electrodeÓȭ ÃÏÍÍÏÎ axis are shown in 

Figure 3.4.5. 
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Figure 3.4.5 Spatial variation of temperature and electron concentration perpendicular to (A)  

and along (BɊ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÃÏÍÍÏÎ ÁØÉÓ ςπȢυ АÓ ÁÆÔÅÒ the breakdown (Cu electrodes in Ar gas, 

2 mm gap, 100 Hz SRR, SDG A). 

 

As can be seen in Figure 3.4.5Aȟ ÐÅÒÐÅÎÄÉÃÕÌÁÒ ÔÏ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÃÏÍÍÏÎ ÁØÉÓȟ the 

temperature and electron concentration exhibit an increasing trend in the direction of gas 

flow. This result suggests that the 5 l/min gas flow employed in the SDG has an effect on 

spark parameters resulting in higher temperature and larger electron concentration 

downstream of the flow. Contrary to this, the distribution  of the temperature and electron 

conÃÅÎÔÒÁÔÉÏÎ ÁÌÏÎÇ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÃÏÍÍÏÎ ÁØÉÓ ÉÓ ÓÙÍÍÅÔÒÉÃȟ ÁÓ ÓÈÏ×Î ÉÎ Figure 3.4.5B. 

The distribution of the Ar and Cu species in the gap was also investigated by employing 

the model to estimate the concentration of each species at different spatial positions. 

 

    
Figure 3.4.6 Spatial distribution of total number concentration of copper and argon species (i.e. the 

sum of the atomic and ionic species) perpendicular to (A) and along (BɊ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÃÏÍÍÏÎ 

axis, 20.5 АÓ ÁÆÔÅÒ ÔÈÅ ÂÒÅÁËÄÏ×Î (Cu electrodes in Ar gas, 2 mm gap, 100 Hz SRR, SDG A). 

 

As can be seen in Figure 3.4.6 the concentration of argon (i.e. the sum of the atomic 

and ionic species) is about 2-3 orders of magnitude higher than the average number 

concentration of copper. The number concentration of copper increases, while the argon 

concentration slightly decreases in the direction of the gas flow (c.f. Figure 3.4.6A). The 

increasing amount of Cu correlates to the fact that the majority of copper is in ionic form 

whose concentration increases with increasing temperature. 

In the axial direction, the argon concentration exhibits slight and symmetrical 

changes, while the total concentration of copper species varies significantly in the -0.5 mm 

- +0.5 mm axial range. It is, by a factor of about 50, smaller close to the electrode tips as 
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compared to the value obtained in the middle of the gap. The results are summarized in 

Figure 3.4.6B. The two distributions shown in Figure 3.4.6 suggest that at 20.5 АÓȟ ÔÈÅ 

copper plume is concentrated in the middle of the gap and exhibits increasing 

concentration along the direction of the carrier gas flow. 

 

3.5 Morphology of the electrode surface after sparking  

3.5.1 Experimental  

For studying the effect of erosion on the surface morphology, electrodes were exposed to 

sparking in a well-controlled manner. For the initiation of a single or a few sparks in the 

SDG (which is primarily designed for continuous operation) custom circuitry was 

developed for the power supply, which allowed for either manual or electrical triggering 

of the spark. Thereby, in these experiments the number of sparks as well as their 

repetition rate was well-controlled. The electrodes employed in this investigation were 

cylinders of 3 mm diameter. Cu (99.9% purity, Kurt J. Lesker Co.) and Ni electrodes of high 

purity (99.9%) were prepared by polishing one of the cylinder faces. Polishing was 

preceded by successive water-lubricated sanding with 600, 800 and 1200 grit sanding 

paper. Polishing was conducted employing synthetic diamond suspensions of 9 АÍȟ σ АÍ 

and 0.25 АÍ grain sizes on polishing cloth. The remnants of the polishing grit was 

removed by brief ultrasonication in demineralized water, as well as by careful wiping with 

low-lint wiped soaked in ethanol. 

Before each experiment, the morphology of the electrode surfaces was documented 

using optical dark-field and bright-field microscopy. Bright-field microscopy did not reveal 

any blemishes on the polished electrode surface, however dark-field illumination revealed 

the presence of straight scratches with characteristic lengths in the range of a few tens of 

micrometers to several millimeters. The scratches are distributed randomly on the 

surface, which suggests that they were formed during the polishing procedure.  

In order to guide the spark channel towards the center of the polished electrode 

surface and to avoid sparking between the edges of the electrode rods, removable caps 

made from insulating materials were used to cover most of the opposing electrode faces 

except for a central circular area of approx. 1-2 mm in diameter. The electrodes were 

horizontally positioned and axially aligned with submillimeter accuracy. The inter-

electrode distance (i.e. electrode gap) was controlled by micropositioners (Model K150-

BLM-1, MDC Vacuum Ltd.) and set to 2.0 mm for all results reported herein. The 

experiments have been carried out in atmospheric pressure nitrogen, flowing with a rate 

of 5 l/min. After the initiation of a single spark or a controlled number of sparks, the 

electrodes were removed and characterized by optical microscopy (OM), confocal laser 

scanning microscopy (CLSM), and atomic-force microscopy (AFM) with the instruments 

Nikon Optiphot 100S, Keyence VK-X100K, and PSIA XE-100, respectively. 

The effect of prolonged sparking on the electrode surfaces was also investigated in 

case of nickel, gold and silver electrode materials (>99.95% purity, ChemPUR GmbH, 
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Germany). The electrodes were cylinders with a diameter of 3 mm and they were 

positioned axially, at a distance (gap size) of 3 mm. The SRR was kept constant at a value 

of about 30 Hz throughout the experiments, which were carried out in atmospheric 

pressure nitrogen. After sparking between the electrodes for several hours, the changes 

occurring on the surface of the electrodes were documented using CLSM (Keyence VK-

X100K). 

3.5.2 Surface of the electrodes after sparking  

Figure 3.5.1A shows the surface of a polished nickel electrode subjected to a single 

oscillatory spark discharge. It can be seen that even a single spark results complex 

morphological changes on the surface of the electrodes. The overall appearance of the 

spark-hit surface is the following: the discharge affects the surface at several, partially 

overlapping areas that have a roughly circular shape and are scattered all over the 

exposed electrode surface. The presence of multiple erosion sites on the surface can be 

qualitatively explained by the multiple peaks in the current and voltage waveform of the 

spark, which assumption is supported by the fact that the number of the structured sites is 

comparable to that of the half-periods in the oscillatory current waveform shown in 

Figure 3.5.1B. As it was shown in Section 3.1.1, the sparks produced in an SDG have 

oscillatory behavior, therefore each spark can be considered as a series of sub-discharges 

with alternating polarity and exponentially damping voltage and current amplitude 

(Figure 3.5.1B). Figure 3.5.1 suggests that this oscillatory nature of the spark plays an 

important role in the formation of the complex surface morphology observed. 

 

   
Figure 3.5.1 Dark field OM micrograph of the surface of an initially cathodic, polished nickel 

electrode after a single spark (A). Current waveform of the oscillatory spark discharge (B) that 

produced the morphology shown in part A (SDG A). 

 

The detailed investigation of the electrode surface exposed to a single spark reveals 

three, well distinguishable morphological structures. Figure 3.5.2 exemplifies these 

surface features, namely ÃÒÁÔÅÒÓ ɉÁɊȟ ȰÕÎÄÕÌÁÔÅÄ ÁÒÅÁÓȱ ɉÂɊ, ÁÎÄ ȰÄÅÎÄÒÉÔÉÃ ÁÒÅÁÓȱ ɉÃ). These 

morphological features will be discussed in detail below 
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Figure 3.5.2 CLSM micrograph of an initially anodic nickel electrode surface after a few oscillatory 

discharges. Each circled area exemplifies a typical morphological feature a) craters, b) undulated 

area, c) dendritic area (SDG A). 

 

Craters 

Craters are the most abundant surface feature produced by a single spark. Even during a 

single oscillatory discharge, several hundred to several thousand craters are formed on 

the surface. Craters are characterized by a roughly circular central depression surrounded 

by a protruding rim of distinctly molten appearance (cf. the AFM topographic image of a 

chain of craters in Figure 3.5.3). Micropoints and strands of metal on the rim indicate a 

fast movement of molten material with subsequent rapid re-solidification. Individual 

craters often occur in the vicinity of each other, sometimes leading to a cluster of 

overlapping craters. The latter appearance is more typical for larger craters, while small 

craters are usually scattered with some distance between them. 

 

 
Figure 3.5.3 Visualization of an ensemble of craters, based on AFM data (SDG A). 

 

The crater morphology was found to be identical for both nickel and copper 

electrodes. The depth of the craters is always significantly smaller than their radius, and 

craters can be described as hemi-ellipsoidal in shape. The appearance of craters does not 

show polarity dependence, both initially anodic and cathodic electrodes exhibit similar 

morphology. An exception to this was found for the largest craters, where a peculiar 

arrangement was typical for initially cathodic electrodes (this will be elucidated in 

Section 3.5.3). 
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When investigating the electrode surfaces the evidence of another erosion 

phenomenon was also observedȟ ×ÈÉÃÈ ÃÁÎ ÂÅ ÒÅÆÅÒÒÅÄ ÔÏ ÁÓ ȰÓÐÌÁÓÈÉÎÇȱȢ 4ÈÉÓ ÓÕÐÐÏÓÅÄÌÙ 

accompanies crater formation, hence it cannot be considered as a primary feature. The 

displacement of the melt during crater formation also results in the ejection of molten 

droplets (melt expulsion), some of which will relocate around the perimeter of the crater 

(as shown in Figure 3.5.4), while other may also be ejected into the gas phase. This could 

explain the presence of micrometer-sized droplets at the rim of surface areas covered by 

craters. 

 

 
Figure 3.5.4 Ensemble of micron-sized droplets on a nickel electrode (CLSM image, SDG A). 

 

Undulated areas 

This surface feature is characterized by a coherent area of characteristically undulated or 

wavy appearance, in which pre-existing surface features (e.g. scratches) as well as craters 

appear to be smoothened (Figure 3.5.5). The creation of these undulated areas 

homogenizes the morphology of the surface they cover, including other features, e.g. 

scratches and craters.  

 

 
Figure 3.5.5 An undulated area (indicated by a circle) with a central ensemble of craters. Note the 

effect of smoothing, which is most prominent on craters within the undulated area (SDG A). 

 

The smoothing effect is also observable at the submicron scale. Towards the center of 

an undulated area, the smoothened surface transforms into a wavy structure. The 

intensity of smoothing is most pronounced and the roughness is the largest in the center 
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of the area and decreases with increasing distance from the center. At the edge of the 

undulated area, smoothing occurs on the submicron level, while the characteristic 

appearance and smoothing of larger structures is more pronounced in the center. 

Dendritic areas 

This morphological feature can be described as a large coherent area with a sharp border 

resulting in shapes which are reminiscent of fractals, tree leafs or snowflakes. This 

similarity inspired the name ȰÄÅÎÄÒÉÔÉÃ ÁÒÅÁÓȱȢ /Î ÅÌÅÃÔÒÏÄÅ surfaces affected by several 

oscillatory discharges, these areas are distinctly visible in bright -field OM due to their 

higher brightness compared to other areas of the electrode, and is even more apparent in 

dark-field observation mode (cf. Figure 3.5.1A) indicating the increased scattering ability 

of these areas. Dendritic areas are sharply delineated at their boundary at the micrometer 

and even sub-micrometer scale, as evidenced by atomic force micrographs (see e.g. the 

inset of Figure 3.5.6). The interior of these areas exhibits an increased roughness. High 

resolution AFM imaging reveals characteristic dimensions in the range of 100 to 200 nm. 

 

 
Figure 3.5.6 CLSM image of an isolated dendritic area around a central crater. The inner structure 

of the image was enhanced by post-processing. Inset: AFM scan around the border of a dendritic 

area. Notice the sharp border and the fractal-like behavior (SDG A). 

 

Single craters or clusters of craters, on electrodes subjected to several oscillating 

discharges, are always accompanied by dendritic areas, but dendritic areas without 

central craters may also be present in smaller amounts. When dendritic areas appear 

isolated from other features they are roughly circular in shape (Figure 3.5.6). 

Prolonged sparking 

When the number of sparks ignited between the electrodes increases, the well discernible 

areas shown in Figure 3.5.1-Figure 3.5.6 are replaced by an apparently evenly eroded 

surface as shown in Figure 3.5.7A. Figure 3.5.7A shows the surface of a Ni electrode 
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exposed to 100 sparks. In general, the surface has a solidified molten character covered 

with numerous deepened spots. 

 

   
Figure 3.5.7 Optical micrograph of the surface on an initially anodic Ni electrode exposed to 100 

sparks (SDG A) (A) and afÔÅÒ ÐÒÏÌÏÎÇÅÄ ÓÐÁÒËÉÎÇ ɉÃÁȢ ςȢτϼ106 sparks, SDG D) (B). 

 

When increasing the number of sparks into the millions ɀ i.e. continuously operating 

the SDG for several hours ɀ the morphology of the surface evolves further and a 

remarkable erosion pattern appears. As shown in Figure 3.5.7B for the case of a Ni 

electrode, the surface is covered by ordered, small diameter, circular protrusions. The 

pattern appeared to be consistent in its configuration, even after several subsequent 

experimental runs. Similar patterns form on electrodes from a number of metals 

exhibiting material-dependent features in their appearance and morphology as shown in 

Figure 3.5.8. 

 

 
Figure 3.5.8 Optical micrographs of the erosion at initially cathodic Au, anodic Ag, cathodic Ni and 

anodic Ni electrode front surfaces afÔÅÒ ÐÒÏÌÏÎÇÅÄ ÓÐÁÒËÉÎÇ ɉÃÁȢ ςȢτϼ106 sparks, SDG D). 

 

3.5.3 Formation of morphological  features  on the electrode surface  

As it was shown earlier, the electrode surface is dominated by craters. The morphology of 

craters bears a striking resemblance to those reported for metal surfaces exposed to 

vacuum arcs [132,133] and high-pressure spark discharges [134] . This similarity, despite 

of the different discharge conditions, suggests a common formation process for these 

craters. The process briefly summarized below has been suggested ÂÙ *İÔÔÎÅÒ for craters 

formed in vacuum arcs [135] . In the beginning, the incident ions of the discharge channel 

heat the electrode surface ÁÔ ÔÈÅ ÃÈÁÎÎÅÌȭÓ ÃÏÎÔÁÃÔ ÐÏÉÎÔ and form a molten pool. The ion 

pressure deforms and forces the molten material radially outwards, forming the central 
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depression as well as a molten rim. At some point, the discharge channel may not be 

maintained in the center of the crater and is transferred to the rim, due to the high field 

strength at local micropoints. A similar process has also been proposed for high pressure 

spark discharges [134] . 

In contrast to craters produced by vacuum arc discharges, the craters observed on 

polished nickel electrodes subjected to a single-spark mostly do not form coherent chains 

of overlapping craters. While overlap may occur, the majority of the craters are scattered 

over the surface. The scattered crater distribution could be the effect of an oxide layer on 

the electrode surface. For vacuum arcs, it has been reported that the presence of an oxide 

layer as thin as a few nanometers may induce a transition of the typical chain-like 

ÃÏÎÆÉÇÕÒÁÔÉÏÎ ɉÔÈÅ ÓÏ ÃÁÌÌÅÄ ȰÔÙÐÅ ςȱ ÃÒÁÔÅÒÓ [136]Ɋ ÔÏ×ÁÒÄÓ ÓÃÁÔÔÅÒÅÄ ÃÒÁÔÅÒÓ ɉȰÔÙÐÅ ρȱ 

craters) [137] . As the formation of a thin oxide layer may only be prevented by meticulous 

cleaning, handling and sparking the electrodes in an ultra -clean atmosphere, oxide layer 

will always be present on electrodes used in SDGs. The above-mentioned effect is 

especially important in single-spark experiments, where an oxide layer or contaminants 

are practically always present on the electrode surface. During prolonged sparking, 

ÈÏ×ÅÖÅÒȟ ÔÈÅ ÅÌÅÃÔÒÏÄÅ ÓÕÒÆÁÃÅ ÃÁÎ ȰÓÅÌÆ-ÃÌÅÁÎȱ itself and transition from type 1 to type 2 

craters may occur [138] . 

The diameter of craters produced in vacuum arcs was shown to correlate with the arc 

current [135] . Therefore, the largest craters in an oscillatory discharge are likely to be 

formed during the first half-cycle, where the current is the highest. This explains neatly 

why we found somewhat larger craters on initially cathodic electrodes.  

The presence of hundreds of craters after a single spark discharge of about 3-6 АÓ 

duration comes as a surprise. The formation of multiple craters was shown for 

atmospheric pressure oscillatory spark discharges [134,139], but the authors did not 

report high crater number. One possible explanation might be the multi-spark nature of 

previous investigations. As the electrodes are usually removed from sparking setups after 

thousands or even millions of sparks only, their surfaces are usually fully covered with 

craters, obscuring the identification of the number of individual craters produced by a 

single oscillatory discharge. 

The rather high current (in the order of hundreds of amperes or even beyond) 

existing in spark discharges could also have a contribution to the exceptionally large 

number of craters. It was an early observation that the transition from a single crater to 

multiple craters correlates with the current increase in arc discharges [140] . Due to the 

very low resistance of the discharge loop of the SDG, peak currents in the order of several 

hundred amperes can be reached (see Section 3.1.1), which is well above the typically few 

amperes threshold currents associated with the transition from a single arc crater to 

multiple craters [140] . In order to investigate the role of the peak current on crater 

number, the SDG circuitry was modified by adding an extra of ca. 40 ɱ ÒÅÓÉÓÔance to the 

discharge loop, which resulted in strongly damped oscillations, characterized by only 
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three half cycles. Concomitantly, the peak current also decreased significantly from ca. 

500 A to about 10 A. 

 

  
Figure 3.5.9 Dark-field optical micrograph of an initially cathodic nickel electrode subjected to a 

single oscillatory spark with (A) and without (B) the extra 40 ɱ resistor (SDG A). 

 

The surface of an initially cathodic nickel electrode after a single spark with and 

without the added extra resistance is shown in Figure 3.5.9A and Figure 3.5.9B, 

respectively. The addition of the extra resistor to the discharge loop drastically reduces 

the number of craters, as well as the size of the largest craters. This proves, qualitatively 

but convincingly, that the peak current plays an important role in crater formation. 

In case of the high resistance circuit, it is easier to recognize the difference between 

the initially anodic and cathodic electrodes, namely that the number of craters is higher on 

the initially cathodic electrode. As a direct consequence of this, in a few cases, no craters at 

all were observable on the initially anodic electrode. This is in line with observations of 

the undamped discharge, where a slight polarity dependence was observed in case of the 

largest craters. More specifically, the maximum crater diameter on the initially anodic 

electrode was found to be larger, while the number of craters in the spot associated with 

the first current half-cycle was smaller. Brewer and Walters also reported on polarity -

dependence of crater formation. They attributed large, low-count craters to the anodic 

polarity and diffuse larger-count craters to the cathodic electrode [139] . 

As it was shown in Figure 3.5.4, crater formation is accompanied by the ejection of 

micrometer-sized molten droplets, some of which solidifies at the rim of the craters. This 

phenomenon is known to occur also during the laser ablation of solid materials [141,142] 

and it is also the likely source of micrometer-sized spherical particles, the so called 

splashing particles reported to be present in aerosols produced in SDGs [46,85]. It is 

plausible to assume, that the electrode material influences the occurrence and size 

distribution of splashing droplets. The number concentration of the ejected droplets is 

typically low [46] , which hinders the precise measurement of the size distribution of 

splashing particles. Therefore, the experimental determination of the correlation between 
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the size distributions of craters and droplets is difficult. Therefore we must rely on 

hydrodynamics when qualitatively state that larger craters as well as a higher surface 

tension and viscosity of the melt are expected to lead to the ejection of larger droplets. 

The increased resistance not only affects the number and the size of the craters, but 

also the formation of additional surface features. Undulated areas seen in the low 

resistance case are practically missing when the resistance is high (cf. Figure 3.5.9A and 

Figure 3.5.9B). This is in line with our observation that in the low resistance case 

undulated areas were found to coincide with the largest craters formed by a single 

oscillatory discharge (cf. e.g. Figure 3.5.5, Figure 3.5.9B). If the individual sampling sites 

are spread all over the electrode surface, and hence the effect of each current half-cycle is 

distinguishable (as in Figure 3.5.1A), it becomes obvious that only a single undulated area 

forms per oscillatory event. 4ÈÅ ÆÁÃÔ ÔÈÁÔ ÌÁÒÇÅ ÃÒÁÔÅÒÓ ÁÒÅ ÁÆÆÅÃÔÅÄ ÂÙ ÔÈÅ ÁÒÅÁȭÓ ÓÍÏÏÔÈÉÎÇ 

effect suggests that the process that results in undulation proceed in parallel or after 

crater formation, during the first half-cycle, which represents the highest energy point of 

the entire spark event and hence the biggest thermal load. Therefore, undulated areas are 

ÌÉËÅÌÙ ÔÏ ÆÏÒÍ ÁÓ Á ȰÓÉÄÅ-ÅÆÆÅÃÔȱ ÏÆ ÔÈÅ ÆÏÒÍÁÔÉÏÎ ÏÆ ÔÈÅ ÌÁÒÇÅÓÔ ÃÒÁÔÅÒÓ ÄÕÅ ÔÏ ÍÅÌÔÉÎÇ ÁÎÄ 

then the re-solidification of surrounding regions. 

When the peak current was further decreased, i.e. complementing the addition of the 

40 ɱ resistance with a smaller electrode gap, the crater number became even lower (ca. 5 

miniscule craters). However, dark-field optical microscopy revealed that dendritic  

features are still present along pre-existing grooves on the surface. This indicates that the 

formation of dendritic areas requires a low discharge energy density. Such a behavior can 

also be spotted on the electrode surface subjected to an oscillatory discharge without 

added resistance. Its presence at the perimeter of individual circular sites (c.f. 

Figure  3.5.1A) is also in line with a low threshold energy density. Apparently, the energy 

(density) necessary for the formation of dendritic areas is lower than what is needed for 

the formation of undulated areas. As it was shown in the inset of Figure 3.5.6, dendritic 

areas comprise of a rough surface structure with typical sizes on the sub-micrometer 

scale. Figure 3.5.10 shows AFM measurements performed on these sites reveal 

nanometer-sized substructures within the dendritic area. These nanostructures protrud e 

from the smooth, flat electrode surface and exhibit a sharp boundary. The sharp, fractal-

like border of the dendritic areas can be explained by the deposition of vapor or ejected 

molten nanoparticles, similarly to those observed in the case of epitaxial growth of metal 

layers and attributed to diffusion-limited aggregation of particles and atoms [143] . 
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Figure 3.5.10 AFM image of the border of a dendritic area (SDG A). Please note that the vertical 

scale of the image proves that dimension of the structures perpendicular to the surface is in the 

order of 100 nm. 

 

As it was shown in Figure 3.5.7B, the surface features described above evolve into 

ordered patterns when increasing the spark numbers into the millions. The formation of 

patterns on surfaces subjected to electrical discharges has been reported for glow 

discharges, arc discharges and dielectric barrier discharges [144ɀ147]. A considerable 

amount of work towards the modelling of pattern formation can also be found in the 

literature, with regard to both for the generalized process [148,149] as well as for certain 

special electrical discharges [150ɀ152]. The patterns described therein are diverse and 

comprise regular arrangements of dots [144] , lines [153]  and concentric circles [145] . As 

it has been pointed out by Benilov in his recent review [154] , regular patterns of multiple 

spots, such as those found on the electrodes of certain glow discharges and ambient-gas 

arcs, corona discharges and dielectric barrier discharges, are produced by self-

organization. Trelles has recently reported non-LTE simulation results for arc discharges 

in the pin cathode - plane anode configuration [152]  and found that the anode pattern 

formation is strongly affected by the current, as well as the anode cooling. The number, 

size and location of the spots was found to be markedly current-dependent. An increasing 

lack of symmetry in the arrangement of spots was observed for decreasing currents and 

increasing cooling. In SDGs, the peak current is typically very high (several hundreds of 

amperes) and there is no water cooling applied to the electrodes, hence a very consistent 

spot pattern can be expected, which is in line with the observations presented here (cf. 

Figure 3.5.7B). Trelles suggested that the pattern formation is due to an imbalance 

between the heat lost by the heavy species to the electrode and current transfer by 

electrons. It was also stated that the presence of competing processes is a common 

characteristic of self-organization phenomena [152,154]. 

The electrode surface patterns obtained in our experiments bear striking 

resemblance to those found in arc and glow discharges [135] , suggesting similar formation 

mechanisms. What makes the generalization of the processes behind different types of 

discharges not trivial, is the marked difference between the highly localized and transient 

phenomenon of the spark discharge produced in an SDG and the stationary nature of the 
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arc and glow discharges. A further difference is that the direction and amplitude of the 

current is rapidly changing and the electrodes typically have identical shape and an axi-

symmetric arrangement in the SDG. Each and every spark only affects a part of the 

electrode surface, as is obvious from the results of the single-spark experiments shown 

above. This suggests that each spark event contributes only a small portion  to the whole 

pattern, which is further evidenced by the fact that the electrode pattern begins to emerge 

only after a large number (105 to 106) of spark events. These considerations suggest that 

despite the similarity of the surface patterns, a more complex mechanism may govern the 

pattern formation in SDGs, which requires additional experimental and theoretical work 

in order to be revealed. Such a study is beyond the scope of the present dissertation. 

3.5.4 Energy demand of crater formation  

The description of surface erosion features provided in the previous sections prove that 

the electrode erosion in an SDG, even under the influence of single sparks, is a complicated 

process that cannot be expected to be adequately described by a single spark-single crater 

model. Still, the Jones model [81] , which is considered to be the standard spark erosion 

model within the SDG community, does exactly that. In an effort to give a better 

characterization, I carried out a statistical evaluation of crater data and estimated the 

energy demand of crater formation, the dominant erosion process. 

As it was shown, craters have a roughly circular central depression surrounded by a 

protruding rim of distinctly post-molten (i.e. re-solidified)  appearance (Figure 3.5.3). By 

comparing the volumes of the depression to that of the material protruding above the 

surface around the rim, I estimated that the volume of material deposited on and missing 

from the electrode are similar within measurement uncertainty. This suggests that during 

crater formation the electrode material is mostly displaced on the electrode surface and 

only a small fraction of it is actually removed (evaporated). This finding is in line with the 

literature: studies on spark switches and arc spots reported very low energy efficiency of 

material removal [155ɀ157].  

 

 
Figure 3.5.11 CLSM image of the surface of an initially cathodic Ni electrode after a single spark (in 

case of low circuit resistance) (left). The biggest affected area on the surface, associated with the 

first half cycle of the current waveform is enlarged (right)  (SDG A). 
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It can be qualitatively seen in Figure 3.5.11 that crater sizes range from few tens of 

micrometers down to submicron sizes, with micrometer-sized craters being the most 

abundant. This was quantified by measuring the size-distribution of craters at the largest 

erosion-affected spot (associated with the first half cycle of the discharge) of the electrode 

surface after subjecting it to a single spark (i.e. the area shown in the right panel of 

Figure  3.5.11). Please note, that the crater diameter is defined here as the diameter of a 

circle which has the same area as the ellipse has that can be fitted to the central 

ÄÅÐÒÅÓÓÉÏÎ ÏÆ ÔÈÅ ÃÒÁÔÅÒ ɉÉȢÅȢ ȰÅÑÕÉÖÁÌÅÎÔ ÃÒÁÔÅÒ ÄÉÁÍÅÔÅÒȱɊȢ 4ÈÅ ÄÅÐÔÈ ÏÆ ÔÈÅ ÃÒÁÔÅÒÓ ÉÓ 

defined as the height difference between the deepest point of the crater and the overall 

(plain) level of the surface, measured by AFM and CLSM. 

 

  
Figure 3.5.12 The size distribution of craters produced by the first half cycle of a single spark on an 

initially cathodic  Ni electrode (A). The depth of craters as a function of their diameter as measured 

by CLSM and AFM, both on Ni and Cu electrodes. Due to the wide diameter range the data are 

presented on logarithmic scales (B) (SDG A). 

 

As shown in Figure 3.5.12A, the size distribution of craters on Ni electrodes follows a 

log-normal distribution w ith a modal diameter of approx. 6 ʈm. It was also established 

that there is a linear relationship between the depth and the diameter of the craters (the 

depth-to-diameter ratio is ca. 0.18), for both Cu and Ni electrodes, as can be seen in 

Figure  3.5.12B. As it was alluded to previously, the depression of craters have a hemi-

ellipsoid shape. Based on the data for the craters counted here, their volume can be 

approximated as 0.062(diameter)3. By utilizing this generalized volume formula, the 

energy needed during the first half-cycle to melt the material which corresponds to the 

volume of a single crater having a diameter d (in meters), including radiation and 

conduction losses, can be calculated from the energy balance (Equation  3.5.1). Please 

note, that this calculation somewhat underestimates the total amount of molten material 

since it is possible that some of the molten material solidifies back at the bottom and on 

the walls of the crater, therefore not accounted for when the volume of the depression is 

calculated. 
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 Ὁ πȢπφς”Ὠ ὧὝ Ὕ Ὄ πȢυ“Ὠ„†Ὕ Ὕ  

 “ὨὯ†Ὕ Ὕ “ὨὯ†Ὕ Ὕ  (3.5.1) 

where ʍ (kg m-3) is the density of the solid electrode material, cs (J K-1 kg-1) is the heat 

capacity of the solid electrode material, ʐ (s) is the duration of energy input (which, in the 

present case, was taken as the length of a half-cycle, namely 250 ns), ke and kg (W m-1 K-1) 

are the thermal conductivity of the electrode material and carrier gas, respectively, Tc and 

Tm (K) are the temperatures of the carrier gas and the melting point of the electrode 

material, respectively, Hm (J kg-1) is the enthalpy of melting of the electrode material, and ʎ 

ɉυȢφχϼρπ-8 W m-2 K-4) is the StefanɀBoltzmann constant.  

 

 
Figure 3.5.13 The size distribution of craters (right vertical axis) and the energy needed to melt 

the electrode material corresponding to the volume of a crater of a given diameter  

(left vertical axis) (SDG A). 

 

Figure 3.5.13 shows that the energy needed to melt a volume of the electrode 

material corresponding to the volume of a crater (as calculated from Equation 3.5.1) 

steeply increases with crater diameter. This actually can be expected, as the crater volume 

increases with the cube of the diameter. It can also be added that the energy plot in 

Figure  3.5.13 has an almost perfect cubic shape, which suggests that within the studied 

domain the first term is dominating in Equation 3.5.1. This means that the radiative and 

conductive cooling (represented by the second, third, and fourth terms in Equation 3.5.1) 

of the heated volumes is negligible during the ca. 250 ns period of the first half-cycle. The 

cubic dependence also indicates that the smallest craters, which dominate the surface in 

number, have only a minor contribution to the total energy needed for melting the 

material that reside in all of the craters generated during the first half-cycle (cf. 

Figure  3.5.11). The formation of bigger and medium-sized craters however consumes 

considerably more energy which, despite their relatively small number, makes them more 

important from an energetic point of view. This is in line with the qualitative difference 

observed between the low and high resistance circuit cases (cf. Figure 3.5.9). Namely, by 

increasing the resistance of the discharge loop, the peak current and hence the spark 

energy is decreased drastically and consequently only small craters are able to form on the 

electrode surface. 
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From the data presented in Figure 3.5.13 the total energy needed to produce all the 

craters shown in the right panel of Figure 3.5.11 can be estimated. By summing up the 

product of the energy needed to melt the volume of a crater and the number of craters 

having a certain size, total energy demand calculated to be about 1 mJ. The energy stored 

in the capacitor during these single-spark experiments prior to sparking was about 

300 mJ, but only a small portion of it is dissipated during the first half cycle of the process. 

I estimated from the instantaneous current, measured in the SDG having low resistance 

discharge loop, by Equation  3.1.4 that this portion is about 5 mJ, which is pumped into 

both electrodes resulting in an energy input of roughly 2.5 mJ per each electrode. This 

agrees fairly well with the calculated 1 mJ value, especially if we consider, that i)  it is 

impossible to count and measure all the craters on the surface and ii)  the volume of the 

depressions is only a lower limit of the actually melted volume, both of which resulting in 

the underestimation of the energy demand of crater formation; moreover iii) other 

morphological features (i.e. undulated and dendritic areas) also require some energy to 

form. So within the limits of this simple qualitative model it can be concluded that the 

formation of the surface structure shown in Figure 3.5.11 can be fairly well explained by 

thermal processes (most dominantly melting) driven by the electrical energy of the spark. 

Also, as evidenced by the measurement of the volume of the displaced material on the 

surface and the mass loss of the electrodes, only a small fraction of the electrode material 

actually leaves the electrode surface and serves as the source of subsequent NP formation 

process. 

 

3.6 Implications on the generated nanoparticles  

3.6.1 Experimental  

The NPs formed from the spark-eroded vapor was investigated by employing in-situ and 

ex-situ techniques. The integrated effect of spark erosion on the electrodes was 

investigated by measuring the mass loss of the electrodes as a result of sparking. This, 

gravimetric method requires the precise measurement of the mass of the electrodes prior 

to and after sparking. In my experiments the electrodes were thoroughly cleaned with 

ethanol and wiped dry wit h low-lint wipes before using a semi-micro analytical balance 

(Mettler Toledo, Model AB135-S/FACT) in order to measure their mass with a precision of 

10 mg. Each experiment consisted of typically two hours of sparking at SRR=100 Hz in 

order to increase the erosion effect on the electrodes hence ensuring that the mass-

changes are well above the detection limit of the instrumentation  used.  

The aerosol NPs generated in the SDG were sampled by using a low-pressure 

impactor. A rotary pump was used to maintain a pressure of 5-8 mbar in the impactor 

chamber, where a TEM grid was placed in the path of the aerosol flow formed by an 

orifice. The nanoparticles are deposited onto the TEM grid due to their inertia. The 

deposition time, and hence the concentration of the particles over the grid, was controlled 

by a shutter in front of the aerosol jet. The deposited NPs were characterized by TEM (FEI 
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Tecnai G2 20 X-TWIN). Size distribution of singlet particles was constructed by the Fiji 

(ImageJ) image processing software. 

For the in-situ characterization of the generated NPs the SDG was connected to one of 

two scanning mobility particle sizer (SMPS) setups. SMPSs are widely used tools of aerosol 

science for the in-flight classification and concentration-measurement of gas-borne 

particles [9] . These instruments are based on the measurement of the electrical mobility of 

aerosol particles. Initially, electrical mobility techniques were used to measure ions in 

gases [158]  which was followed by the sizing of aerosol particles based on their electrical 

mobility [159] . The same working principle has several technical realizations, but all of 

them are centered around two main parts, namely the electrostatic classifier and the 

particle counter. The electrostatic classifier is used to classify charged particles7 according 

to their electrical mobility. The most widely used classifier type is called differential 

mobility analyzer (DMA) DMAs consist of two concentric electrodes with a given polarity. 

The aerosol particles are introduced into the electric field defined by the electrodes and 

will travel through the DMA according to their electric mobility. By adjusting the voltage 

between the two electrodes particles with a given mobility can be selected and led out the 

system via an exit slit. Because the electric mobility is a function of the particle size, this 

method leads to the selection of a monodisperse particle flow. The size of the selected 

particles can be deduced from their mobility by using inversion algorithms [160] , and 

their concentration can be measured by using a particle counter [9] . When the particle 

concentration is high, usually a Faraday cup electrometer is used to measure the particle 

number concentration. These electrometers are based on the collection of the selected 

charged particles on high-efficiency filters and the measurement of the induced current, 

from which the total particle number concentration can be estimated [9] . Lower 

concentrations (in principle down to single particles) can be measured by using 

condensation particle counters (CPCs). CPCs are based on the optical detection of 

particles, therefore the measurement of nanoparticles requires the condensation of a 

vapor of a working fluid onto the sample particles to be detectable [161] . 

In my experiments, either a Grimm Aerosol Technik GmbH SMPS-C model or a 

custom-ÍÁÄÅ 3-03 ÓÅÔÕÐȟ ÃÏÎÓÔÒÕÃÔÅÄ ÆÒÏÍ Á ÐÁÒÔÉÃÌÅ ÃÈÁÒÇÅÒ ÃÏÎÔÁÉÎÉÎÇ Á ɼ-emitting 63Ni 

source, a dynamic mobility analyzer (DMA, TSI 3081) and an electrometer was used (see 

Figure 3.6.1). Either of these setups allows for the measurement of the concentration of 

NPs of a given size, selected by the DMA, based on the electrical mobility of the aerosol 

particles. By scanning the SMPS over a predefined mobility diameter range, the size 

distribution of the NPs was derived. 

 

                                                           
7 Usually a so called particle charger, or neutralizer is used to set a well-defined charge distribution 
of the particles.  
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Figure 3.6.1 Schematic representation of the SMPS system used for in situ characterization of the 

nanoparticles generated in SDG C. 

 

3.6.2 Electrode erosion  

The initial step of nanoparticle formation in the SDG is the production of an atomic plume 

as a result of the erosion of the electrode material due to sparking. On one hand, the NP 

yield of the SDG depends on the amount of the eroded material, while on the other, the 

number of atoms produced, as well as the volume of the atomic plume, strongly influences 

the size of the primary particles [77] . 

The amount of the eroded material and hence the atomic vapor is usually 

approximated by the mass-loss of the electrodes subjected to prolonged sparking as 

measured by gravimetry [46] . All the material eroded from the electrodes not necessarily 

turns into atoms and nanoparticles but this easily measurable quantity well describes the 

erosion properties of different electrode materials or the dependence of erosion on the 

process parameters, such as the spark energy. 

It has been demonstrated that the erosion rate, i.e. the eroded mass per spark of a 

given electrode material increases with increasing the energy stored in the capacitor, 

irrespectively whether the latter is realized via changing the breakdown voltage or the 

capacitance [46] . It follows that the mass of the eroded material and hence the NP yield of 

a given SDG can be tuned via the stored energy. This however is only true when the 

resistance of the discharge loop is fixed. Figure 3.6.2 exemplifies the mass loss of Au 

electrodes subjected to prolonged sparking in an SDG of varying total resistance under 

otherwise identical experimental conditions. It was shown in Section 3.1.1 (see 

Figure  3.1.2) that the total resistance (R) does not affect the breakdown voltage resulting 

in practically constant stored energy. In contrast to this, the mass of the eroded material 

drastically decreases when the resistance of the discharge loop increases. By increasing 

the total resistance from 1 ɱ to 2 ɱ, the mass loss and hence the NP yield drops by a factor 

of 1.5 (cf. Figure 3.6.2). 
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Figure 3.6.2 Erosion rate of Au electrodes at varying total resistance (columns) and the variation of 

the energy stored in the capacitor (squares) (1 mm gap, 2 hours of sparking at 100 Hz in Ar 

atmosphere, SDG A). 

 

The results shown in Figure 3.6.2 prove that the resistance of the electrical 

components of the SDG has an important effect on the NP production, even if the stored 

energy remains unchanged. This result provides an additional proof and further 

strengthens my previous statement, namely that the energy stored in the capacitor, as 

defined by Equation 3.1.2, does not represent properly  the energy dissipated in the gap. 

As it was previously suggested, the dissipated energy should be calculated from the 

instantaneous current and the spark resistance as defined by Equation  3.1.4 instead. In 

general, Rspark is unknown in an SDG, and it is also challenging to measure. As an 

alternative, several theoretical models exist from which its value can be estimated [107] . 

According to these models, Rspark depends on the instantaneous current therefore the 

variation of the total resistance also affects the spark resistance via the current (cf. 

Figure  3.1.2). Under the conditions investigated in Figure 3.6.2, Rspark varies by less than 

50%, while the integral of the square of the current (cf. Equation 3.1.4) changes by more 

than an order of magnitude. It follows that although the exact value of Espark cannot be 

calculated, its variation is dominated by the integral of the square of the current. In order 

to il lustrate these effects, the erosion rate values shown in Figure 3.6.2 are plotted as a 

function of the integral of the square of the current (see Figure 3.6.3). 

 

 
Figure 3.6.3 Erosion rate of Au electrodes at varying total resistance as a function of the integral of 

the square of the instantaneous current measured in the spark gap (1 mm gap, 2 hours of sparking 

at 100 Hz in Ar atmosphere, SDG A). 
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Figure 3.6.3 clearly shows a strong correlation between the material erosion rate and 

the electric current, proving that the energy dissipated in the gap, hence determining the 

material erosion, should be calculated from the instantaneous current. 

The above considerations can be summarized as follows: i)  electrode erosion can 

properly be described by the spark energy calculated from the measured current 

waveform; ii)  the stored energy is only adequate for describing the material erosion in an 

SDG qualitatively if the resistance (as well as the inductance) of the discharge loop is fixed. 

These findings have the practical consequence that stored energy values cannot be 

reliably used to compare the erosion properties of different SDG setups, hence it either has 

a qualitative meaning or the other electrical parameters (R, L, C) of the circuit have to be 

specified. Also, special care should be taken during the operation of an SDG in order to 

keep the R and L value of the discharge loop fixed. It must be noted, that the resistance of 

the discharge loop can easily achieved, in the range exemplified in Figure 3.6.2, by using 

lower quality or longer cables or even loose contacts, which might be overlooked and still 

result in the significant variation of the erosion rate. 

The erosion rate of different electrode materials can be very different. Figure 3.6.4 

shows the mass loss per spark for four electrode materials obtained under identical 

experimental conditions. As can be seen in Figure 3.6.4 from four electrode materials 

typically used in SDGs copper has the lowest, while gold has the highest erosion rate. The 

different erosion rates of materials exposed to electrical discharges is a well-known 

phenomenon [162,163], but the material properties that are responsible for the 

experimentally obtained differences are not fully understood. 

 

 
Figure 3.6.4 Erosion rate of Ag, Cu, Ni, and Au electrodes (1 mm gap, 2 hours of sparking at 100 Hz 

in Ar atmosphere, SDG A). 

 

Several erosion models have been tested in the literature to explain the differences in 

the measured erosion rates, including the theory of sputtering, ejection of molten droplets, 

or the evaporation of the electrode material [134] . The electrode erosion in an SDG is 

usually described by the simple model of vaporization of the electrode material in a small 

spot created by the spark plasma channel [17,24,46,77]. By assuming that the energy 

delivered by the spark channel is in balance with the energy output represented by 

thermal conduction and radiation, the mass evaporated from such a spot can be calculated, 



78 
 

which is the bases of the so-called Jones-model [81] . The Jones-model requires an 

experimentally determined energy-efficiency factor for fitting the measured mass-loss, 

which has a remarkably low value ɀ in the order of 0.1% ɀ in case of a traditional SDG [77] . 

By incorporating the energy efficiency factor (as well as other experimentally determined 

parameters) the mass derived from the energy balance gives a reasonably good estimate 

of the material eroded in an SDG at varying inter-electrode distances [47]  and for several 

different electrode materials [24] . However, the highly simplified character of this 

approach is well reflected by the fact that it erroneously predicts the relative erosion of 

certain materials, e.g. gold and silver [46]  and neither can explain the fundamental basis of 

the energy-efficiency factor nor its very low value. 

By investigating the surface morphology of electrode surfaces I found that a high 

number of craters are produced by each single spark and most of the material is only 

melted and re-distributed on the surface which ultimately  leads to the formation of self-

ordered regular patterns on the electrode surfaces when the number of sparks is 

increased (cf. Section 3.5.2). Thus, the evaporation of the finally aerosolized material only 

accounts for a small fraction of the energy pumped into the electrode gap. This explains, at 

least qualitatively , why the Jones-model requires the incorporation of a very small scaling 

factor. It was also demonstrated that by decreasing the electric current and hence the 

energy pumped into the spark gap both the number and size of craters and the electrode 

erosion rate decreases (cf. Figure 3.6.3 and Figure 3.5.9). Therefore it is plausible to 

assume that the overall material removal caused by a single spark very much depends on 

the actual size and number of craters, which are dependent on material properties. As a 

consequence, the simplification of the complex surÆÁÃÅ ÐÁÔÔÅÒÎ ÔÏ Á ÓÉÎÇÌÅ ȰÑÕÁÓÉ-ÃÒÁÔÅÒȱ ÉÓ 

inappropriate for all electrode materials, which means that the assumptions of the Jones-

model should be refined. One aspect which should be taken into account in such a refined 

erosion model is the presence of a high number of craters. The number and size of craters 

obviously affects the total volume from which material can be released, and which also 

seem to correlate with the current. Another important aspect is the melting of the 

electrode material, which could dissipate a considerable amount of energy pumped into 

the electrodes, according to my results. 

3.6.3 Particle formation  

Nucleation and formation of atomic clusters can take place in the SDG when the atomic 

plume generated during a single spark cools down to about room temperature, mainly due 

to the ceasing energy input and mixing with the carrier gas [17] . The typical temperature 

of the plasma during erosion, i.e. in the arc stage, is in the range of 15000-20000 K (see 

Figure 3.4.2B). In the arc stage the rather high temperature is maintained by the energy 

input of electric current flowing between the electrodes. The cooling of the metal vapor 

can commence when the current ceased, that is in the afterglow stage. The rate of 

temperature decrease, the so-called quenching rate, was estimated to be  

ɉυȢυϻπȢφɊϼρπ8 Ks-1 by employing the Boltzmann plot method (see Section 3.4.1) on 

temporally resolved emission spectra acquired in a nitrogen atmosphere. This value fits 
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into the 106-109 Ks-1 range declared in the literature [77,86,164,165], and it is closer to the 

higher end of the reported range. Recently Feng et al. estimated the quenching rate in an 

3$' ÆÏÒ ÇÏÌÄ ÖÁÐÏÒ ÉÎ ÎÉÔÒÏÇÅÎ ÁÔÍÏÓÐÈÅÒÅ ÁÎÄ ÏÂÔÁÉÎÅÄ χȢυϼρπ6 Ks-1 [77] , which is almost 

two orders of magnitude smaller than the value I obtained. Their value was calculated by 

assuming that the temperature of the atomic gold vapor is around the boiling point. As a 

contrary, I found, by evaluating the optical emission spectrum of the spark, that the 

temperature is considerably higher than that, even at later stages of the spark discharge. I 

determined a similar quenching rateȟ ×ÉÔÈ Á ÖÁÌÕÅ ÏÆ ͯσȢτϼρπ8 Ks-1, in argon atmosphere 

by using the equilibrium  plasma model described in Section 3.4.2 for calculating the 

temperature from time-resolved spectra. Thus, I believe that quenching rate values of 

about 108-109 Ks-1, including my own, are more accurate estimates for the conditions 

existing in an SDG. 

Knowing the quenching rate and the temperature at the beginning of cooling, one can 

estimate how long it takes the metal vapor to cool down to room temperature. This is 

about 25 ʈÓ ÆÏÒ ÃÏÐÐÅÒ ÁÔÏÍÓ ÉÎ ÎÉÔÒÏÇÅÎ ÁÔÍÏÓÐÈÅÒÅ8. This can be considered as an 

estimate for the end of the cooling stage, and can also be taken as the temporal starting 

point of particle formation. Spark repetition rate values are normally not higher than a few 

hundreds of Hz, which means that the repetition of spark events occur in the millisecond 

time range, at most. This is about 2-3 orders of magnitude larger than the typical cooling 

time obtained here. Therefore one can conclude that NPs have ample time in between 

consecutive sparks, i.e. spark events can be considered independent from the point of view 

of NP and cluster formation. 

The seeds formed after nucleation from the metal vapor will grow further by 

condensation and coalesce into singlet particles that grow up to a certain size after which 

aggregation and agglomeration might also take place. The biggest singlet particles, formed 

before aggregation commences are called primary particles which will finally form NP 

aggregates after attaching to each other via collisions [17] . By adopting the main 

mechanisms relevant to particle formation (nucleation, coagulation, turbulent dilution, 

turbulent diffusion, laminar diffusion, aggregation) and their respective approximate time 

domains from Feng et al. [77] , the approximate time-scale of NP formation can be 

summarized as it is shown in Figure 3.6.5. The schematic spectra shown at the top of 

Figure 3.6.5 represent the characteristic emission spectra typical to the material erosion 

and the cooling phases. Due to the high (in the order of 100 mJ) energy pumped into the 

gap during the arc stage of the spark the spectrum is dominated by gas ions while the 

emission acquired in the cooling stage is characterized by atomic copper and nitrogen 

emission. As a result of particle growth steps (schematically shown at the bottom of 

Figure 3.6.5) aggregated Cu nanoparticles (shown in the right inset of Figure 3.6.5) form 

from the Cu atoms and ions eroded from the electrodes in the material erosion phase 

initiated by the spark plasma (exemplified in the left inset of Figure 3.6.5). 

 

                                                           
8
 At a gap size of 2 mm, 1.68 l/min  gas flow rate and SRR of about 180 Hz. 
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Figure 3.6.5 Approximate time scale of NP formation in SDGs starting from the breakdown of the 

gap until the formation of NP aggregates. The typical spectral fingerprints  of the erosion and 

cooling stages are shown together with the main NP formation mechanisms and time-ranges as 

adopted from [77] . A picture of the spark is shown in the left and a typical Cu NP aggregate is 

shown in the right inset. 

 

Figure 3.6.6A shows a TEM image of gold NPs produced in argon gas. NP aggregates 

can be seen with sizes in the range of a few tens of nanometers, as well as non-aggregated, 

almost spherical particles having diameters of a few nanometers. These spherical singlets 

represent the primary particles [46] . By performing the tedious analysis of numerous TEM 

images of the generated gold NPs, the size distribution of the primary particles can be 

obtained, as shown in Figure 3.6.6B. The diameter of the primaries exhibits a log-normal 

distribution w ith a geometric standard deviation of 1.31 and a modus of about 5 nm. This 

value agrees well with the biggest particle size of about 5-6 nm at which full coalescence, 

and hence the formation of singlet particles can occur at room temperature in the 

SDG [47]. 

 

   
Figure 3.6.6 TEM image of singlet and aggregated Au NPs generated in Ar atmosphere (A). Size 

distribution of the singlet Au NPs (B) (1 mm gap, 100 Hz SRR, SDG A). 
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As it is evident from Figure 3.6.6A the particles leaving the SDG are typically 

aggregated NPs. The most common way of producing spherical NPs is the compaction of 

the NP aggregates further downstream of the SDG by means of a tube furnace [11] . By 

adjusting the temperature of the furnace and the residences time of the particles inside the 

hot zone of the furnace even perfect compaction can be achieved at sufficiently high 

temperatures. Figure 3.6.7 shows compacted gold NPs after passing SDG-generated 

ÁÇÇÒÅÇÁÔÅÓ ÔÈÒÏÕÇÈ Á ÔÕÂÅ ÆÕÒÎÁÃÅȟ ËÅÐÔ ÁÔ ψππЈ#Ȣ 4ÈÅ ÐÒÅÖÉÏÕÓÌÙ ÓÅÅÎ ÁÇÇÒÅÇÁÔÅÓ 

(Figure 3.6.6A) coalesce into compact, almost perfectly spherical particles with reduced 

sizes, having typical diameters of about 15-20 nm.  

 

   
Figure 3.6.7 TEM image of Au NPs generated in Ar ÁÔÍÏÓÐÈÅÒÅ ÁÎÄ ÃÏÍÐÁÃÔÅÄ ÁÔ ψππЈ# ÉÎ Á ÔÕÂÅ 

furnace (1 mm gap, 100 Hz SRR, SDG A)  

 

NPs generated in SDGs are usually characterized in-situ by their electric mobility . This 

allows for assigning an equivalent diameter9 to each NP irrespectively of its shape [90] . 

This equivalent mobility diameter is measured by an SMPS (see Section 3.6.1 for details on 

the working principle of the SMPS). The typical size distribution of gold NP aggregates 

generated under nitrogen atmosphere can be seen in Figure 3.6.8. The NPs exhibit a log-

normal distribution with a modus of 52 nm and a geometric standard deviation of 1.70 in 

the particular case shown here. After passing through the NP aggregates in a tube furnace 

of 750Ј# ÔÈÅ modal mobility diameter decreases drastically. The initial modal diameter of 

52 nm shifts to 28 nm, while the geometric standard deviation also decreases from 1.70 to 

a value of 1.53. 

 

                                                           
9 The electric mobility diameter of an irregularly shaped aggregate is the diameter of a spherical 
particle of the same material which moves in the electric field the same as the aggregate does. 
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Figure  3.6.8 Size distribution of compacted and not compacted, i.e. aggregated Au NPs generated in 

N2 atmosphere. The measured data are represented by squares, while solid lines indicate fitted log-

normal functions (1 mm gap, 100 Hz SRR, 1 slm flow rate, SDG A). 

 

3.6.4 Effect of control parameters on the generated aggregates  

As it was pointed out in the previous sections the charging current and the gap size 

strongly affect the operation of an SDG. The effect of these control parameters on NP 

production (i.e. on the NP aggregates) was characterized by using an SMPS. In order to 

prove the generality of this approach, all experiments were performed using two electrode 

materials, namely Au and Cu, exhibiting rather different erosion properties (cf. 

Figure  3.6.4). 

Figure 3.6.9 illustrates the effect of charging current on the size distribution of Cu 

and Au NPs generated in an SDG under nitrogen atmosphere. The mobility size 

distribution of the NPs follows log-normal distribution at every charging current value 

used, with a modus in the range of 18-30 nm and 21-45 nm for Cu and Au, respectively. 

Both the modal diameter and peak concentration increase with increasing charging 

current in both cases. 

 

   
Figure 3.6.9 Mobility size distribut ion of Cu (A) and Au (B) NP aggregates generated in nitrogen 

atmosphere at different charging currents (2 mm gap, 1.68 l/min  gas flow rate). The log-normal fit 

of the measured data (squares) is represented by the lines (SDG C). 

 

The tendencies shown in Figure 3.6.9 can be interpreted by recalling the relations 

between the charging current, breakdown voltage, and SRR (Figure 3.1.4). The variation 



83 
 

of charging current results in the variation of the SRR (Figure 3.1.4C). Increased SRR 

produces more eroded material per second, which results in higher particle concentration, 

more pronounced aggregation and hence an increase in the modal diameter of the 

generated NPs [46,88]. This qualitatively explains the trends shown in Figure 3.6.9, 

namely that both the diameter and the concentration of the generated Au and Cu NPs 

increases with increasing charging current. The SRR depends more strongly on the 

charging current than the spark energy (cf. Figure 3.1.4B and Figure 3.1.4C which 

explains the overall increasing trend in the particle diameter. 

The size distributions of Cu and Au NPs generated at a fixed charging current at 

varied gap sizes are shown in Figure 3.6.10. As can be seen in Figure 3.6.10A, at 1 mm 

gap the produced Cu NP agglomerates have log-normal size-distribut ion with a modal 

diameter of 34 nm. When the gap is increased to 2 mm the modus does not change, only 

the concentration increases. By further increasing the gap both the modus and the peak 

concentration shift to smaller values, down to about 19 nm modal diameter at 4 mm gap. A 

similar trend can be seen during the generation of Au particles (Figure 3.6.10B). The 

modal diameter of the NPs increases from about 32 nm to ~42 nm when the gap is 

changed from 1 mm to 3 mm and by further increasing the gap the modus of the size 

distribution shifts  back to ~32 nm. A practical consequence of this behavior is that, as 

opposed to the case of charging current, the gap size variation cannot be used to 

monotonously tune the size of the NPs generated in the SDG. 

 

 
Figure 3.6.10 Mobility size distribution of Cu (A) and Au (B) NP aggregates generated in nitrogen 

atmosphere at different gaps (10 mA charging current, 1.68 l/min  gas flow rate). The log-normal fit 

of the measured data (squares) is represented by continuous lines (SDG C).  

 

When varying the gap size at a fixed charging current, both the SRR and the spark 

energy change significantly. As it can be seen in Figure 3.6.10, the diameter and the 

concentration of the generated NPs reach a peak value and start to decrease when the gap 

size is increased for both Cu and Au electrodes. This behavior reflects the combined effect 

of the variation of the SRR and the spark energy at different gaps as shown in 
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Figure  3.1.4B and Figure 3.1.4C10. The spark energy strongly increases with increasing 

gap, while the SRR decreases. The bigger the gap and hence the higher the energy per 

spark the more material is eroded from the electrodes [46] , which is expected to increase 

the vapor concentration and hence the NP concentration in the gap. This is well reflected 

in the size distributions measured at 1 mm and 2 mm gaps for Cu, and in the gap range of 

1-3 mm for Au (cf. Figure 3.6.10). However at bigger gaps, despite the increased erosion 

rate caused by the higher energy per spark, the opposing effect of the decreasing SRR (cf. 

Figure 3.1.4C) starts to dominate, which decreases the total particle concentration. The 

above findings are in line with  the results obtained by optical emission spectroscopy, 

namely that after a certain energy value the vapor concentration increases less effectively 

(see Figure 3.3.10). As it is indicated in Figure 3.1.4B, the ca. 300 mJ threshold energy for 

Cu (cf. Figure 3.3.10A) is reached when the gap is increased from 2 mm to 3 mm. This 

optimum gap size value correlates well with the peaking of the total concentration (and 

the diameter) of the generated particles ɀ as measured by the SMPS ɀ which started to 

decrease between 2 mm and 3 mm gap sizes despite of the monotonously increasing spark 

energy (cf. Figure 3.1.4B). An analogous behavior was observed for Au (cf. 

Figure 3.3.10B), with the sole exception that for gold the threshold energy is about 

600 mJ, and corresponds to a gap of 3 mm, correlating neatly with the peak concentration 

and the modal diameter of the generated Au NPs (cf. Figure 3.6.10B). Although the 

amount of metal vapor eroded in unit time cannot be directly translated to the total 

particle concentration or diameter, they are related to each other. As it was shown e.g. by 

Byeon et al., the more material is eroded in unit time the higher the concentration and the 

larger the diameter of NPs will be [89] . 

My OES results suggest that the concentration of metal vapor produced by a single 

spark in an SDG can be increased by increasing the spark energy, but only up to a certain 

threshold energy. Therefore, it is qualitatively understandable why the total NP 

concentration and hence the modal diameter starts to decrease, synchronously with the 

decreasing SRR (which therefore decreases the total vapor concentration) instead of the 

more steeply increasing spark energy curve after a certain gap size. The generality of this 

tendency is further strengthened by the fact that the very same behavior was found for Cu 

and Au electrodes. 

Since the erosion rate and hence the number of metal atoms increases with increasing 

spark energy, the observed variation in the number concentration of metal atoms should 

be attributed to the variation of the volume of the vapor plume. Information on the vapor 

volume can be inferred from the plasma morphology measurements discussed in 

Section 3.2.2. Spectrally integrated images of the spark plasma cannot be directly 

correlated to the spatial extent of the metal vapor since i)  only the emission of electrode 

material related species (atom, ions) would be relevant and ii)  only the emitting species 

can be detected by this technique. Therefore I must rely on the plausible assumption that 

                                                           
10 Please note that due to the constant ratio between the stored and spark energy in a given SDG, 
the trends shown in Figure 3.1.4B for stored energy are implicitly assumed to hold for the spark 
energy as well. 
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in the arc stage of the discharge, i.e. when electrode erosion takes place, metal ions and 

atoms exist in the conducting channel which is defined mainly by the gas ions. It was 

previously shown that the expansion speed of this plasma channel increases quasi linearly 

with spark energy (see Figure 3.2.10). This suggests that the higher the spark energy the 

further the metal atoms can get ÆÒÏÍ ÔÈÅ ÅÌÅÃÔÒÏÄÅÓȭ ÁØÉÓ ÂÙ ÔÈÅ ÅÎÄ ÏÆ ÔÈÅ ÅÎÅÒÇÙ ÉÎÐÕÔȟ 

resulting in a larger vapor volume in the afterglow. In light of the above reasoning, the 

saturating concentration of metal atoms and metal NPs as evidenced by emission 

spectroscopic and nanoparticle results shown in Figure 3.3.10 and Figure 3.6.10, 

respectively is caused by the balancing net effect of the increasing vapor mass by the 

increasing vapor volume. The threshold energy at which this effect takes place was found 

to be 300 mJ and 600 mJ for copper and gold, respectively. This is in qualitative agreement 

with the different  erosion rates of these two materials, suggesting that the higher the 

erosion rate the larger spark energy is needed to balance off the eroded vapor mass. 

A similar tendency to that is shown in Figure 3.3.10 and Figure 3.6.10 was observed 

by Horvath and Gangl during the investigation of the effect of spark energy on the mass 

concentration11 of carbon particles produced in a modified SDG [84] . Beyond a threshold 

energy (which is reported to be 10 mJ for carbon) the mass concentration of particles 

saturates. This result is in line with the behavior I observed (cf. Figure 3.3.10) and further 

strengthens that the value of the threshold energy is material dependent. 

  

                                                           
11

 Measured gravimetrically after collecting the particles in a capillary membrane filter. 
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4. Summary  

The mass production of metal nanoparticles with well controlled physical and chemical 

properties in an environmentally friendly and cheap way is of primary importance for the 

advancement of nanoparticle-based applications. Physical methods for producing 

nanoparticles in the gas phase have already proved their potential in satisfying the ever 

increasing needs of research and industry. Out of various aerosol-based techniques spark 

discharge nanoparticle generation stands out with its exceptional capability for producing 

high purity nanoparticles of virtually any composition from a stock of bulk conducting 

materials in a continuous, environmentally friendly  and scalable manner with relatively 

low energy consumption. The method relies on the initiation of repetitive sparking 

between two electrodes, serving as bulk precursors, in a stream of gas, typically under 

atmospheric pressure. Under the impact of microsecond-long high-current spark 

discharges the electrode material becomes eroded and a cloud of atomic vapor forms in 

between the electrodes. Due to the atmospheric gaseous environment, the vapor will 

undergo a fast cooling, followed by nucleation resulting in the formation of gas suspended 

nuclei. Full coalescence of these seeds then leads to the formation of nanometer-sized 

spherical particles, which might grow further into nanoparticle aggregates due to 

collisions. 

The experimental realization of spark-based nanoparticle synthesis is relatively 

simple, which, together with its inherent ability for upscaling, makes the technique very 

appealing for industrial applications. However, the technological simplicity hides complex, 

fundamental processes, occurring on multiple scales both in time and space. For example, 

the breakdown of the inter-electrode space occurs on the nanosecond timescale and 

involves the formation of plasma, whereas the evolution and oscillations of the discharge 

plasma take place on the microsecond time scale. The properties of the spark plasma and 

its interaction with the electrode surface determine the material erosion process which in 

turn affects the nanoparticle formation mechanism that may last up until hundreds of 

milliseconds after the breakdown. 

In the present work, experimental investigation of the spark discharge plasma and the 

electrode erosion processes was carried out under the conditions of nanoparticle 

generation, with concomitant characterization of the produced nanoparticles. In situ, non-

invasive methods were developed and applied which do not disturb the particle formation 

process. The temporal and spatial evolution of the spark plasma was examined by means 

of fast imaging. Images taken with temporal resolution on the nanosecond timescale were 

used to follow the changes of the plasma morphology, commencing as a confined quasi 

cylindrical channel and proceeding towards a more diffuse, irregular shape. The variation 

of the width and the expansion speed of the plasma channel, as well as the spatially 

resolved and spatially integrated light emission of the spark were also determined. In 

order to gain information on the species present in the spark gap, optical emission 

spectroscopy was employed. The acquired emission spectra were used to determine the 

excitation temperature and the electron concentration of the spark plasma at different 
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temporal and spatial domains. With the help of a semi-empirical plasma model developed, 

the concentration of the metal vapor in the spark gap was also estimated. The temporal 

evolution of the excitation temperature and the electron concentration was also elucidated 

via acquiring and processing temporally resolved atomic emission spectra. In parallel with 

the optical investigations of the spark plasma, current and voltage waveforms were also 

continuously monitored, and via in situ aerosol based sizing the size distribution of the 

generated nanoparticles was also determined. Correlation was found between the 

electrical and optical signals and the particle properties. Last, but not least, the effect of 

sparking on the electrode surface, i.e. the role of the material erosion process was also 

investigated by characterizing the changes of electrode surface morphology as a result of 

either a single spark or prolonged sparking. On one hand, complex morphological changes 

were observed even on electrodes exposed to a single spark discharge, while on the other, 

the development and characteristics of self-ordered patterns were revealed after intense 

sparking. 

The main scientific results of my work are the following: 

Thesis I. I have employed fast imaging for investigating the temporal evolution of the 

morphology of a spark plasma produced between copper electrodes under nitrogen 

atmosphere in a spark discharge nanoparticle generator. I have shown that the spark 

channel retains its relatively confined, cylindrical shape throughout the duration of 

electrical current between the electrodes. The channel width expands in time at 

supersonic speeds, which scale quasi-linearly with  the spark energy. I have found that the 

light emitted by the spark has an uneven spatial distribution, and identified the existence 

of an axial ȰÈÏÔ ÓÐÏÔȱ, that is the position of highest emission intensity within the spark 

gap. I have proved that the position of this spot oscillates synchronously with the 

instantaneous current, and is always situated in the vicinity of the momentarily negative 

electrode [T1] . 

Thesis II.  I have applied temporally and spatially resolved emission spectroscopy in order 

to characterize the spark plasma produced in a spark discharge nanoparticle generator 

during the generation of copper nanoparticles under argon atmosphere without 

disturbing the operation of the generator. I have determined the temporal variation of the 

excitation temperature and electron concentration in the arc stage of the spark. 

Temperatures in the range of 16600-20000 K and electron concentrations of ͯ ςϼρπ17  to 

ͯχϼρπ17 cm-3 were found. For the characterization of the afterglow stage a semi-empirical 

equilibrium plasma model was developed. The model was used to derive the temperature 

and electron concentration and also to give an estimate on the number concentration of 

copper atoms and ions generated in the nanoparticle generator. Number concentration of 

copper atoms and ions was found to be in the order of 1014 cm-3 [T2] . I have derived the 

rate of change of the plasma temperature in the afterglow stage, i.e. the cooling rate of 

metal atoms from the emission spectra, which was found to be in the order of 108 Ks-1 both 

in argon [T2]  and nitrogen atmospheres [T3] . 
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Thesis III . I have investigated the electrical properties (i.e. voltage, current, total resistance, 

instantaneous dissipated power and energy) of a spark discharge generator. I proved that 

only a fraction of the electrical energy stored in the capacitor is dissipated in the gap. The 

ratio between the (dissipated) spark energy, calculated from the instantaneous current, 

and the stored energy was found to be about 80% in the particular generator studied [T1]. 

My results also prove that the mass loss of the electrodes correlates with the spark energy, 

calculated from the instantaneous current, and not the energy stored in the capacitor, as is 

generally assumed in the literature. The stored energy is only proportional to the spark 

energy calculated from the current, when the electrical parameters of the discharge loop 

(i.e. resistance, inductance, capacitance) are fixed. Therefore both quantities can be used 

to describe the erosion processes in a given spark discharge generator, but only the 

current-based quantity should be used for comparing different generators [T4] . 

Thesis IV. I have investigated the changes of the surface morphology of metal electrodes 

(predominantly Ni and Cu), exposed to a controlled number of spark discharges, ranging 

from a single spark to several hundreds of thousands of sparks. I have proved that 

important information can be gained by the analysis of surface morphology of electrodes 

used in spark discharge generators. I have shown that even a single oscillatory discharge 

event (a so called single spark) creates complex surface morphology dominated by 

hundreds of craters and also featuring undulated areas and dendritic structures. I have 

also shown that the number and size of craters depend on the electrical current measured 

in the spark gap [T5] . By increasing the number of sparks delivered to the electrodes, the 

formation of closely packed, self-ordered patterns were found on nickel, gold and silver 

electrode materials [T6] . My results indicate that the spark energy, i.e. electric energy 

pumped into the electrode gap, is mostly used for melting and redistributing the electrode 

material over the electrode surface and only a small fraction of it is utilized for material 

release, and hence nanoparticle generation [T5] . 

Thesis V. I have investigated the effect of two of the main control parameters of a spark 

discharge generator, namely the gap size and the charging current on the size distribution 

of copper and gold nanoparticles generated in nitrogen atmosphere. I have found that by 

increasing the electrode gap and hence the spark energy the size of the generated 

nanoparticles varies via a maximum. I have shown that this behavior correlates with the 

variation of the integrated emission of metal atoms acquired during the afterglow stage of 

the spark plasma. The observed tendencies indicate that the concentration of metal atoms 

generated by a single spark cannot be increased monotonously beyond a certain level by 

simply increasing the spark energy. I have explained the results by the competing 

processes of spark channel expansion and electrode material erosion and their 

dependence on spark energy [T3] . 
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5. Magyar nyelvű összefoglaló 

5.1 Bevezetés 

! ÎÁÎÏÔÅÃÈÎÏÌĕÇÉÁ ËïÔÓïÇÔÅÌÅÎİÌ ÎÁÐÊÁÉÎË ÅÇÙÉË ÌÅÇÆÏÎÔÏÓÁÂÂ ËÕÔÁÔÜÓÉ ÔÅÒİÌÅÔÅȟ ÍÅÌÙÎÅË 

ÊÅÌÅÎÔěÓïÇïÔ ÍÉ ÓÅÍ ÂÉÚÏÎÙþÔÊÁ ÊÏÂÂÁÎȟ ÈÏÇÙ ÍÜÒ ÎÅÍ ÉÓ ÓÚÏÒÕÌ ÂÅÍÕÔÁÔÜÓÒÁȢ ! ÌÅÇÔĘÂÂ 

ÅÍÂÅÒ ÈÁÌÌÈÁÔÏÔÔ ÍÜÒ Á ȵÎÁÎÏȱ-ÒĕÌȟ ÁÚÏÎ ÔÉÔÏËÚÁÔÏÓ ÄÏÌÇÏË ÅÇÙÉËïÒěÌȟ ÍÅÌÙ ÅÇÙÓÚÅÒÒÅ menti 

ÍÅÇ ïÓ ÐÕÓÚÔþÔÊÁ ÅÌ ÁÚ ÅÍÂÅÒÉÓïÇÅÔȢ $Å ÁÈÏÇÙ ÁÚ ÌÅÎÎÉ ÓÚÏËÏÔÔȟ Á ÖÁÌĕÓÜÇ ÖÁÌÁÈÏÌ Á ËïÔ ÖïÇÌÅÔ 

ËĘÚĘÔÔ ÈÅÌÙÅÚËÅÄÉË ÅÌȢ !ÚÏÎ ËïÐÅÓÓïÇȟ ÈÏÇÙ ËİÌĘÎÂĘÚě ÁÎÙÁÇÏËÁÔ Á ÎÁÎÏÍïÔÅÒÅÓ 

ÍïÒÅÔÔÁÒÔÏÍÜÎÙÂÁÎ ÍÁÎÉÐÕÌÜÌÈÁÓÓÕÎË ÖÉÔÁÔÈÁÔÁÔÌÁÎÕÌ ÏÌÙÁÎ ÅÓÚËĘÚĘËÅÔ ÁÄÏÔÔ Á ËÅÚİÎËÂÅȟ 

ÍÅÌÙÅË ÎïÈÜÎÙ ïÖÔÉÚÅÄÄÅÌ ÅÚÅÌěÔÔ ÍïÇ ÅÌËïÐÚÅÌÈÅÔÅÔÌÅÎÅË ÌÅÔÔÅË ÖÏÌÎÁȢ 'ÙĕÇÙÓÚÅÒÅË 

ÉÒÜÎÙþÔÏÔÔ ÓÚÜÌÌþÔÜÓÁ ïÓ ÁÌËÁÌÍÁÚÜÓÁ ÁÚ ÅÍÂÅÒÉ ÓÚÅÒÖÅÚÅÔÅÎ ÂÅÌİÌ [1]ȟ ÁÚ ÅÎÅÒÇÉÁȟ ïÔÅÌ ïÓ 

ÖþÚÅÌÌÜÔÜÓ ÊÁÖþÔÜÓÁ [2]ȟ ÅÒěÓ ÍïÇÉÓ ËĘÎÎÙĴ ÁÎÙÁÇÏË ÅÌěÜÌÌþÔÜÓÁ [3] , vagy napeÌÅÍÅË ïÓ 

ÁËËÕÍÕÌÜÔÏÒÏË ÈÁÔïËÏÎÙÓÜÇÜÎÁË ÎĘÖÅÌïÓÅ [4]  ÃÓÁË ÎïÈÜÎÙ ËÉÒÁÇÁÄÏÔÔ ÐïÌÄÁ ÁÚÏÎ 

ÌÅÈÅÔěÓïÇÅË ËĘÚİÌȟ ÁÍÉËÅÔ Á ÎÁÎÏÔÅÃÈÎÏÌĕÇÉÁ ËþÎÜÌÈÁÔȢ .ÏÈÁ Á ÎÁÎÏÔÅÃÈÎÏÌĕÇÉÁ ÖÁÌÁÍÉÎÔ Á 

ÎÁÎÏÔÕÄÏÍÜÎÙÏË ÓÚÜÍÏÓ ÅÒÅÄÍïÎÙÅ ÓÉËÅÒÒÅÌ ÊÕÔÏÔÔ ÅÌ ÁÚ ÉÐÁÒÉ ÁÌËÁÌÍÁÚÜÓÉÇ ïÓ ÅÚÚÅÌ 

ÍÉÎÄÅÎÎÁÐÉ ïÌÅÔİÎË ÒïÓÚïÖï ÖÜÌÔȟ ÔÏÖÜÂÂÒÁ ÉÓ ÊÅÌÅÎÔěÓ ÁÚÏÎ ÁÌËÁÌÍÁÚÜÓÉ ÌÅÈÅÔěÓïÇÅË ÓÚÜÍÁȟ 

ÍÅÌÙÅË ÃÓÁË Á ÌÁÂÏÒÁÔĕÒÉÕÍÏË ÆÁÌÁÉÎ ÂÅÌİÌ ÌïÔÅÚÎÅËȢ 3ÚÜÍÏÓ ÆÅÌÔïÔÅÌÎÅË ËÅÌÌ ÔÅÌÊÅÓİÌÎÉ 

ÁÈÈÏÚȟ ÈÏÇÙ ÅÇÙ ĭÊ ÔÅÃÈÎÏÌĕÇÉÁ ËÉÔĘÒÊĘÎ Á ÌÁÂÏÒÂĕÌ ïÓ ÕÔÁÔ ÔÁÌÜÌÊÏÎ Á ÆÅÌÈÁÓÚÎÜÌĕËÉÇȢ %ÇÙÉËÅ 

Å ÆÅÌÔïÔÅÌÅËÎÅË Á ÍÅÇÆÉÚÅÔÈÅÔě ÁÌÁÐÁÎÙÁÇÏË ÂÉÚÔÏÓþÔÜÓÁȢ ! ÎÁÎÏÔÅÃÈÎÏÌĕÇÉÁ Æě ïÐþÔěÅÌÅÍÅÉ Á 

ÎÁÎÏÓÔÒÕËÔĭÒÜËȟ ÍÅÌÙÅË ÄÉÍÅÎÚÉĕÉË ÓÚÅÒÉÎÔ ÌÅÈÅÔÎÅË ς$-Ó ÎÁÎÏÒïÔÅÇÅËȟ ρ$-s nanorudak 

ÖÁÇÙ ÎÁÎÏÓÚÜÌÁËȟ ÖÁÌÁÍÉÎÔ π$-Ó ÎÁÎÏÒïÓÚÅÃÓËïË [5]Ȣ % ÓÔÒÕËÔĭÒÜË ËĘÒÎÙÅÚÅÔÂÁÒÜÔ 

ÔĘÍÅÇÔÅÒÍÅÌïÓÅ ÅÇÙ ÏÌÙÁÎ ÔÅÃÈÎÏÌĕÇÉÁÉ ËÉÈþÖÜÓȟ ÍÅÌÙÎÅË ÍÅÇÏÌÄÜÓÁ ÅÌÅÎÇÅÄÈÅÔÅÔÌÅÎ Á 

ÎÁÎÏÔÅÃÈÎÏÌĕÇÉÜÎ ÁÌÁÐÕÌĕ ÔÅÒÍïËÅË ÔÏÖÜÂÂÉ ÆÅÊÌěÄïÓïÈÅÚȢ *ÅÌÅÎ ÄÏÌÇÏÚÁÔ ÔïÍÜÊÁ a 

ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÌÜÓ ÎïÈÜÎÙ ÁÌÁÐÔÕÄÏÍÜÎÙÉ ÁÓÐÅËÔÕÓÜÎÁË ÖÉÚÓÇÜÌÁÔÁȢ % 

ÔÅÃÈÎÉËÁ ÅÇÙÉËÅ Á ÌÅÇþÇïÒÅÔÅÓÅÂÂ ÍĕÄÓÚÅÒÅËÎÅËȟ ÍÅÌÙÅË ËÏÎÔÒÏÌÌÜÌÔ ÔÕÌÁÊÄÏÎÓÜÇĭ 

ÎÁÎÏÒïÓÚÅÃÓËïË ÁËÜÒ ÉÐÁÒÉ ÍÅÎÎÙÉÓïÇĴ ÅÌěÜÌÌþÔÜÓÜÒÁ ÉÓ ÁÌËÁÌÍÁÓÁËȢ 

.ÁÎÏÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÒÁ ÓÚÜÍÏÓ ËïÍÉÁÉ ÒÅÁËÃÉĕËÏÎȟ ÖÁÌÁÍÉÎt fizika vagy 

ÍÅÃÈÁÎÉËÁÉ ÜÔÁÌÁËÕÌÜÓÏËÏÎ ÁÌÁÐÕÌĕ ÍĕÄÓÚÅÒ ÌïÔÅÚÉË [6]Ȣ ! ËïÍÉÁÉ ÍĕÄÓÚÅÒÅË ÔĘÂÂ ÍÉÎÔ 

ÍÜÓÆïÌ ïÖÓÚÜÚÁÄÏÓ ÔĘÒÔïÎÅÌÅÍÒÅ ÔÅËÉÎÔÅÎÅË ÖÉÓÓÚÁ ïÓ ÍÁ ÉÓ ÍÅÇÌÅÈÅÔěÓÅÎ ÎïÐÓÚÅÒĴÅËȟ 

ÍÉÖÅÌ ÓÅÇþÔÓïÇİËËÅÌ ÖÜÌÔÏÚÁÔÏÓ ĘÓÓÚÅÔïÔÅÌĴȟ ËÏÎÔÒÏÌÌÜÌÔ ÍïÒÅÔĴ ïÓ ÁÌÁËĭ ÒïÓÚÅÃÓËïË 

ÜÌÌþÔÈÁÔĕË ÅÌě [7]Ȣ ! ËïÍÉÁÉ ÅÌÊÜÒÜÓÏË ÕÇÙÁÎÁËËÏÒ ÓÚÜÍÏÓ ËïÍÉÁÉ ÐÒÅËÕÒÚÏÒÔ ïÓ ÖÅÇÙÓÚÅÒÔȟ 

ÖÁÌÁÍÉÎÔ ÇÙÁËÒÁÎ ÎÁÇÙ ÍÅÎÎÙÉÓïÇĴ ÏÌÄĕÓÚÅÒÔ ÉÓ ÉÇïÎÙÅÌÎÅËȟ ÍÅÌÙÅË ÉÎÈÅÒÅÎÓÅÎ ÎĘÖÅÌÉË Á 

ÐÏÔÅÎÃÉÜÌÉÓ ÓÚÅÎÎÙÅÚě ÁÎÙÁÇÏË ÊÅÌÅÎÌïÔïÔ Á ÆÏÌÙÁÍÁÔÂÁÎȢ ! ÓÚÅÎÎÙÅÚěË ÐÅÄÉÇ ÊÅÌÅÎÔěÓÅÎ 

ÍÅÇÖÜÌÔÏÚÔÁÔÈÁÔÊÜË Á ÎÁÎÏÓÔÒÕËÔĭÒÜË ÔÕÌÁÊÄÏÎÓÜÇÁÉÔ [8] . A ÆÉÚÉËÁÉ ÅÌÊÜÒÜÓÏË Á ËïÍÉÁÉ 

ÓÚÉÎÔïÚÉÓ ÖÁÌĕÓ ÁÌÔÅÒÎÁÔþÖÜÊÜÔ ËþÎÜÌÊÜËȟ ÕÇÙÁÎÉÓ ÌÅÈÅÔěÖï ÔÅÓÚÉË ÎÁÇÙ ÔÉÓÚÔÁÓÜÇĭ ÒïÓÚÅÃÓËïË 

ÆÏÌÙÁÍÁÔÏÓ ÅÌěÜÌÌþÔÜÓÜÔ ËÉÓ ÍÅÎÎÙÉÓïÇĴ ÍÅÌÌïËÔÅÒÍïË ËÅÌÅÔËÅÚïÓÅ ÍÅÌÌÅÔÔȟ ÔÏÖÜÂÂÜ 

ÍÁÇÕËÂÁÎ ÈÏÒÄÏÚÚÜË Á ÔÅÒÍÅÌïÓ ÆÅÌÓËÜÌÜÚÜÓÜÎÁË ÌÅÈÅÔěÓïÇïÔ [9] . 

!Ú ÅÇÙÉË ÌÅÇÎïÐÓÚÅÒĴÂÂȟ ÉÐÁÒÉ ËĘÒİÌÍïÎÙÅË ËĘÚĘÔÔ ÉÓ ÓÉËÅÒÒÅÌ ÁÌËÁÌÍÁÚÏÔÔ ÔÅÃÈÎÉËÁ Á 

ÌÜÎÇ ÐÉÒÏÌþÚÉÓȟ ÍÅÌÙ ÊĕÌ ÁÌËÁÌÍÁÚÈÁÔĕ ÆïÍ-ÏØÉÄ ÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÒÁ [10] , ugyanakkor 

nem tÅÓÚÉ ÌÅÈÅÔěÖï ÔÉÓÚÔÁ ÆïÍ ÎÁÎÏÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÔȢ !Ú ÅÇÙÉË ÌÅÇÇÙÁËÏÒÉÂÂ ÍĕÄÓÚÅÒȟ 

ÍÅÌÌÙÅÌ ÆïÍ ÎÁÎÏÒïÓÚÅÃÓËïË ÈÏÚÈÁÔĕË ÌïÔÒÅ ÐÜÒÏÌÏÇÔÁÔÜÓÏÎȟ ÖÁÌÁÍÉÎÔ Á ÆïÍÇěÚ 
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ÎÕËÌÅÜÃÉĕÊÜÎ ïÓ ËÏÎÄÅÎÚÜÃÉĕÊÜÎ ÁÌÁÐÕÌ [11] . ! ËÉÉÎÄÕÌĕ ÁÎÙÁÇ ÅÌÐÜÒÏÌÏÇÔÁÔÜÓÜÒÁ ÓÚÜÍÏÓ ĭÔ 

ÌïÔÅÚÉËȟ ÐÌȢ ËÅÍÅÎÃïÓ ÈÅÖþÔïÓ [12]ȟ ÅÌÅËÔÒÏÍÏÓ ÉÚÚþÔÜÓ ɉĭÎȢ ÉÚÚĕ ÖÅÚÅÔïË ÔÅÃÈÎÉËÁɊ [13]  vagy 

ÌïÚÅÒÅÓ ÁÂÌÜÃÉĕ [14] . %ÚÅÎ ÅÌÊÜÒÜÓÏË ËĘÚĘÓ ÈÜÔÒÜÎÙÁȟ ÈÏÇÙ ÁÌÁÃÓÏÎÙ ÈÁÔÜÓÆÏËĭÁËȟ ÖÁÌÁÍÉÎÔ 

ÎÅÈïÚËÅÓÅÎ ÓËÜÌÜÚÈÁÔĕËȢ % ÈÜÔÒÜÎÙÏËÁÔ ÅÇÙÓÚÅÒÒÅ ËİÓÚĘÂĘÌÉ ËÉ Á ÓÚÉËÒÁËÉÓİÌïÓÅÓ 

ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÌÜÓȟ ÁÍÅÌÙ ÈÁÔïËÏÎÙ ÅÎÅÒÇÉÁ-ÆÅÌÈÁÓÚÎÜÌÜÓÔ ÔÅÓÚ ÌÅÈÅÔěÖï 

ÂÉÚÏÎÙþÔÏÔÔÁÎ ÆÅÌÓËÜÌÜÚÈÁÔĕ ÔÅÒÍÅÌïËÅÎÙÓïÇ ÍÅÌÌÅÔÔ [15,16]. 

! ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÔÏÒÏË ɉÁÎÇÏÌ ÒĘÖÉÄþÔïÓÓÅÌ 3$'-ËɊ ÆÅÌïÐþÔïÓÅ 

ÍÅÇÌÅÈÅÔěÓÅÎ ÅÇÙÓÚÅÒĴ, ÁÌÁÐÊÁ ÅÇÙ ÇÜÚ-ÔĘÍĘÒ ËÁÍÒÁȟ ÍÅÌÙÂÅÎ ËïÔȟ ÅÇÙÍÜÓÔĕÌ ÎïÈÜÎÙ 

ÍÉÌÌÉÍïÔÅÒ ÔÜÖÏÌÓÜÇÒÁ ÅÌÈÅÌÙÅÚÅÔÔ ÅÌÅËÔÒĕÄ ÔÁÌÜÌÈÁÔĕȢ ! ÎÁÇÙÆÅÓÚİÌÔÓïÇĴ ÅÌÅËÔÒÏÍÏÓ 

ÓÚÉËÒÁËÉÓİÌïÓÅË ÌïÔÒÅÈÏÚÜÓÜÒĕÌ Á ÓÚÉËÒÁËĘÚÚÅÌ ÓÏÒÂÁ ËĘÔĘÔÔ ËÏÎÄÅÎÚÜÔÏÒ ÇÏÎÄÏÓËÏÄÉË 

ɉËÉÓİÌïÓÉ ËĘÒɊȟ ÍÅÌÙÅÔ ÅÇÙ $# ÔÜÐÅÇÙÓïÇ ÔĘÌÔ ÆÏÌÙÁÍÁÔÏÓÁÎ ɉÔĘÌÔě ËĘÒ)Ȣ ! ËÏÎÄÅÎÚÜÔÏÒ 

ÆÏÌÙÁÍÁÔÏÓ ÔĘÌÔïÓÅȟ ÍÁÊÄ Á ÓÚÉËÒÁËĘÚĘÎ ËÅÒÅÓÚÔİÌÉ ËÉÓİÌïÓÅ ËĘÖÅÔËÅÚÔïÂÅÎ ÒÅÐÅÔÉÔþÖ 

ÓÚÉËÒÜÚÜÓ ÊĘÎ ÌïÔÒÅȢ ! ÓÚÉËÒÁËÉÓİÌïÓÅË ÌïÔÒÅÊĘÔÔïÎÅË ÌÅÈÅÔěÓïÇïÔ Á ÓÚÉËÒÁËĘÚ ÜÔİÔïÓÅ ÔÅÒÅÍÔÉ 

ÍÅÇȟ ÍÅÌÙÎÅË ÓÏÒÜÎ Á ËïÔ ÅÌÅËÔÒĕÄÏÔ ÅÇÙ ËÅÚÄÅÔÂÅÎ ÅÌÓěÓÏÒÂÁÎ ÅÌÅËÔÒÏÎÏËÁÔ ïÓ ÇÜÚ 

ÉÏÎÏËÁÔ ÔÁÒÔÁÌÍÁÚĕ ÖÅÚÅÔě ÃÓÁÔÏÒÎÁ ɉÓÚÉËÒÁ ÃÓÁÔÏÒÎÁɊ ËĘÔÉ ĘÓÓÚÅȢ !Ú ÅÌÅËÔÒĕÄÏË ÁÎÙÁÇÁ Á 

ÓÚÉËÒÁÐÌÁÚÍÁ ÈÁÔÜÓÜÒÁ ÅÒÏÄÜÌĕÄÉËȟ ÍÅÌÙÎÅË ËĘÖÅÔËÅÚÔïÂÅÎ ÁÚ ÅÌÅËÔÒĕÄÁÎÙÁÇ ÁÔÏÍÊÁÉÂĕÌ 

ÜÌÌĕ ÇěÚ ÊĘÎ ÌïÔÒÅ Á ÓÚÉËÒÁËĘzben. A ÇÜÚ-ËĘÒÎÙÅÚÅÔ ÈĴÔě ÈÁÔÜÓÁȟ ÖÁÌÁÍÉÎÔ ÔÜÇÕÌÜÓ 

ËĘÖÅÔËÅÚÔïÂÅÎ ÁÚ ÁÔÏÍÏË ÌÅÈĴlnek ÍÁÊÄ ÎÕËÌÅÜÃÉĕÓȟ ËÏÎÄÅÎÚÜÃÉĕÓ ïÓ ËÏÁÇÕÌÜÃÉĕÓ 

ÌïÐïÓÅËÅÎ ËÅÒÅÓÚÔİÌ ÎÁÎÏÒïÓÚÅÃÓËïËÅÔ ÈÏÚÎÁË ÌïÔÒÅ [17] . 

! ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÌÜÓÂÁÎ ÒÅÊÌě ÔĘÍÅÇÔÅÒÍÅÌïÓÉ ÐÏÔÅÎÃÉÜÌ ÃÓÁË 

ÒïÓÚÂÅÎ ËĘÓÚĘÎÈÅÔě ÁÚ ÅÌÊÜÒÜÓ ÖÉÓÚÏÎÙÌÁÇÏÓ ÅÇÙÓÚÅÒĴÓïÇïÎÅËȢ %ÎÎïÌ ÆÏÎÔÏÓÁÂÂȟ ÈÏÇÙ Á 

ÒïÓÚÅÃÓËÅ ÅÌěÜÌÌþÔÜÓÉ ÆÏÌÙÁÍÁÔ ËĘÎÎÙÅÄïÎ ïÓ ËÏÎÔÒÏÌÌÜÌÔÁÎ ÓËÜÌÜÚÈÁÔĕ ÆÅÌ ËĘÒÎÙÅÚÅÔÂÁÒÜÔ 

ÍĕÄÏÎȟ ÖÉÓÚÏÎÙÌÁÇ ÁÌÁÃÓÏÎÙ ËĘÌÔÓïÇÅË ÜÒÜÎ ÉÄÅÎÔÉËÕÓ ÇÅÎÅÒÜÔÏÒ ËÁÍÒÜË ÐÜÒÈuzamos 

İÚÅÍÅÌÔÅÔïÓïÖÅÌȢ ! "5/.!0!24-% ÐÒÏÊÅËÔÂÅÎ %ÕÒĕÐÁ ςρ ËÕÔÁÔĕÈÅÌÙÅ (ËĘÚÔİË a Szegedi 

4ÕÄÏÍÜÎÙÅÇÙÅÔÅÍ /ÐÔÉËÁÉ ïÓ +ÖÁÎÔÕÍÅÌÅËÔÒÏÎÉËÁÉ 4ÁÎÓÚïËïÎ ÍĴËĘÄě ÃÓÏÐÏÒÔÕÎË) 

ÄÏÌÇÏÚÏÔÔ ÅÇÙİÔÔ Á ÔÅÃÈÎÉËÁ ÆÅÌÓËÜÌÜÚÜÓÜÎ [16]Ȣ ! ÎïÇÙ ïÖÉÇ ÔÁÒÔĕ ÅÇÙİÔÔÍĴËĘÄïÓ ÓÏÒÜÎ Á 

sziËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÌÜÓ ÓÚÜÍÏÓ ÁÌÁÐÔÕÄÏÍÜÎÙÉ ÁÓÐÅËÔÕÓÜÔ ÍÅÇÖÉÚÓÇÜÌÔÕË 

partnereinkkel, ÌÅËİÚÄÖÅ ÓÚÜÍÏÓ ÆÅÌÍÅÒİÌě ÔÅÃÈÎÉËÁÉ ËÉÈþÖÜÓÔ ÉÓȢ +ÕÔÁÔĕÃÓÏÐÏÒÔÕÎË 

ÆÅÌÁÄÁÔÁÉ ËĘÚï ÔÁÒÔÏÚÏÔÔ az SDG-ÂÅÎ ÌÅÚÁÊÌĕ ÆÕÎÄÁÍÅÎÔÜÌÉÓ ÆÏÌÙÁÍÁÔÏËÁÔ ÖÉÚÓÇÜÌataȟ ËİÌĘÎĘÓ 

tekintettel aÚÏËÒÁȟ ÍÅÌÙÅË Á ÓÚÉËÒÁ ÐÌÁÚÍÜÂÁÎ ÖÁÌÁÍÉÎÔ ÁÚ ÅÌÅËÔÒĕÄÏË ÆÅÌÓÚþÎïÎ ÊÜÔÓÚĕÄÎÁË 

le. 

!ÎÎÁË ÅÌÌÅÎïÒÅȟ ÈÏÇÙ Áz SDG-k alapelve ÅÇÙÉÄěÓ Á ÂÅÎÚÉÎÍÏÔÏÒÏËËÁÌȟ Á ËÉÍÏÎÄÏÔÔÁÎ 

ÎÁÎÏÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÒÁ ÓÚÏÌÇÜÌĕ ÇÅÎÅÒÜÔÏÒÏË ρωψψ ĕÔÁ ÌïÔÅÚÎÅË Andreas Schmidt-Ott 

ïÓ ËÏÌÌïÇÜÉ ÍÕÎËÜÊÜÎÁË ÅÒÅÄÍïÎÙÅËïÎÔ [15] . Noha napjainkban SDG-k ÍÜÒ ËÅÒÅÓËÅÄÅÌÍÉ 

ÆÏÒÇÁÌÏÍÂÁÎ ÉÓ ËÁÐÈÁÔĕË [18]ȟ ïÓ Á ÔÅÃÈÎÉËÜÔ ÓÚÜÍÏÓ ÃÓÏÐÏÒÔ ÈÁÓÚÎÜÌÔÁ ïÓ ÈÁÓÚÎÜÌÊÁ [19ɀ

21,23ɀ25,22]ȟ Á ÒïÓÚÅÃÓËïË ËÉÁÌÁËÕÌÜÓÜÈÏÚ ÖÅÚÅÔě ÆÕÎÄÁÍÅÎÔÜÌÉÓ ÆÏÌÙÁÍÁÔÏËËÁÌ 

kaÐÃÓÏÌÁÔÂÁÎ ÍïÇ ÍÉÎÄÉÇ ÖÁÎÎÁË ÎÙÉÔÏÔÔ ËïÒÄïÓÅËȢ %ÎÎÅË ÅÇÙÉË ÏËÁ ÁÚ ÅÇÙÅÓ ÒïÓÚÅÃÓËÅ-

ËÅÌÅÔËÅÚïÓÉ ÓÚÁËÁÓÚÏË ÖÉÚÓÇÜÌÁÔÜÎÁË ÎÅÈïÚÓïÇÅȟ ÁÍÉ ËİÌĘÎĘÓÅÎ ÈÁÎÇÓĭÌÙÏÓ Á folyamat 

ËÅÚÄÅÔÉ ÓÚÁËÁÓÚÜÂÁÎȢ ! ÇÜÚ ÆÜÚÉÓÂÁÎ ËÅÌÅÔËÅÚÅÔÔ ÒïÓÚÅÃÓËïË ÖÉÚÓÇÜÌÁÔÉ ÍĕÄÓÚÅÒÅÉ 

ÔÒÁÄÉÃÉÏÎÜÌÉÓÁÎ ËïÔ ÎÁÇÙ ÃÓÏÐÏÒÔÒÁ ÏÓÚÔÈÁÔĕËȢ ! ÍĕÄÓÚÅÒÅË ÅÌÓě ÃÓÏÐÏÒÔÊÜÎÁË ÁÌÁÐÊÁ Á 

ÒïÓÚÅÃÓËïË ÍÉÎÔÁÖïÔÅÌÅÚïÓÅ ɉÐÌȢ ÅÌÅËÔÒÏÓÚÔÁÔÉËÕÓ ÌÅÖÜÌÁÓÚÔÜÓÓÁÌ ÖÁÇÙ ÔÅÈÅÔÅÔÌÅÎÓïÇÉ 
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ÉÍÐÁËÔÏÒÏËËÁÌɊȟ ÍÁÊÄ ÅÌÅËÔÒÏÎ ÍÉËÒÏÓÚËĕÐÉÜÎ ÁÌÁÐÕÌĕ ËÁÒÁËÔÅÒÉÚÜÌÜÓÁȢ ! ÍÜÓÏÄÉË 

csoportba olyan eljÜÒÜÓÏË ÔÁÒÔÏÚÎÁËȟ ÍÅÌÙÅË ÐÒÁËÔÉËÕÓÁÎ ÖÁÌĕÓ ÉÄÅÊĴ ÖÉÚÓÇÜÌÁÔÏÔ ÔÅÓÚÎÅË 

ÌÅÈÅÔěÖïȢ )ÌÙÅÎ ÅÓÚËĘÚĘË ÐïÌÄÜÕÌ Á ÍÏÚÇïËÏÎÙÓÜÇ ÓÚÅÒÉÎÔÉ ÒïÓÚÅÃÓËÅ ÓÚÅÐÁÒÜÔÏÒ ïÓ 

ÓÚÜÍÌÜÌĕ ɉ3ÃÁÎÎÉÎÇ -ÏÂÉÌÉÔÙ 0ÁÒÔÉÃÌÅ 3ÉÚÅÒȟ 3-03Ɋȟ ÁÚ ÁÅÒÏÓÚÏÌ ÒïÓÚÅÃÓËÅ ÔĘÍÅÇ ÁÎÁÌÉÚÜÔÏÒ 

(Arosol Particle -ÁÓÓ !ÎÁÌÙÚÅÒȟ !0-Ɋ ÖÁÇÙ ÁÚ ÁÅÒÏÓÚÏÌ ÔĘÍÅÇ ÓÐÅËÔÒÏÍïÔÅÒ ɉ!ÅÒÏÓÏÌ -ÁÓÓ 

3ÐÅÃÔÒÏÍÅÔÅÒȟ !-3ɊȢ %ÚÅÎ ÅÓÚËĘÚĘË ËĘÚĘÓ ÔÕÌÁÊÄÏÎÓÜÇÁȟ ÈÏÇÙ ÃÓÁË Á ÒïÓÚÅÃÓËïË 

ËÅÌÅÔËÅÚïÓÉ ÈÅÌÙïÔěÌ ÔÜÖÏÌÁÂÂ ÁÌËÁÌÍÁÚÈÁÔĕËȟ þÇÙ ÎÅÍ ÓÚÏÌÇÜÌÔÁÔÎÁË ÆÕÎÄÁÍÅÎÔÜÌÉÓ 

ÉÎÆÏÒÍÜÃÉĕÔ ÁÚ ÅÌÓěÄÌÅÇÅÓ ËÅÌÅÔËÅÚïÓÉ ÚĕÎÜÒĕÌȢ % ÈÉÜÎÙÏÓÓÜÇÏÔ ÜÔÈÉÄÁÌÁÎÄĕ ËþÓïÒÌÅÔÅÔ ÔÅÔÔÅË 

Á ÎÁÎÏÒïÓÚÅÃÓËïË ÍÉÎÔÁÖïÔÅÌÅÚïÓïÒÅ Á ÓÚÉËÒÁËĘÚ ËĘÚÅÌïÂÅÎ [26]ȟ ÜÍ az alkalmazott 

ÍĕÄÓÚÅÒ ÉÎÖÁÚþÖ ÊÅÌÌÅÇïÎïÌ ÆÏÇÖÁ ÈÁÔÜÓÓÁÌ ÖÁÎ Á ÇÅÎÅÒÜÔÏÒ ÜÒÁÍÌÜÓÉ ÖÉÓÚÏÎÙÁÉÒÁ ïÓ ÅÚÜÌÔÁÌ 

ÍÁÇÜÒÁ Á ÒïÓÚÅÃÓËÅ-ËÅÌÅÔËÅÚïÓÒÅ ÉÓ. 4ÏÖÜÂÂÉ ËÉÈþÖÜÓÔ ÊÅÌÅÎÔȟ ÈÏÇÙ Á ÓÚÉËÒÁËÉÓİÌïÓÅËÅÎ 

ÁÌÁÐÕÌĕ ÎÁÎÏÒïÓÚÅÃÓËÅ ËÅÌÅÔËÅÚïÓ ÅÇÙ ÓÚïÌÅÓ ÉÄěÓËÜÌÜÎ ÌÅÚÁÊÌĕ ÆÏÌÙÁÍÁÔȟ ÁÍÉ ÍÅÇÎÅÈÅÚþÔÉ Á 

ÔÅÌÊÅÓ ÊÅÌÅÎÓïÇ ÖÉÚÓÇÜÌÁÔÜÔ. vÓÓÚÅÈÁÓÏÎÌþÔÜÓÕÌȡ Á ÒïÓÚÅÃÓËïË ËÅÌÅÔËÅÚïÓÅ ÓÚÅËÕÎdumos, vagy 

ÓÚÅËÕÎÄÕÍ ÁÌÁÔÔÉ ÉÄěÓËÜÌÜÎ ÊÜÔÓÚĕÄÉË ÌÅȟ ÍÅÌÙÈÅÚ ËïÐÅÓÔ Á ÓÚÉËÒÜË ÔÉÐÉËÕÓÁÎ 

ÍÉËÒÏÓÚÅËÕÎÄÕÍÏÓ ïÌÅÔÔÁÒÔÁÍÁ ÇÙÁËÏÒÌÁÔÉÌÁÇ ÅÌÈÁÎÙÁÇÏÌÈÁÔĕȢ -ÉÎÄÁÚÏÎÜÌÔÁÌ Å ÒĘÖÉÄ ÉÄě 

ÁÌÁÔÔ ÉÓ ÊÅÌÌÅÇÚÅÔÅÓȟ ÉÄěÂÅÎ ÖÜÌÔÏÚĕ ÆÏÌÙÁÍÁÔÏË ÚÁÊÌÁÎÁË ÌÅ ÍÉÎÄÅÎ ÅÇÙÅÓ ÓÚÉËÒÜÂÁÎȟ amelyek 

ÂÅÆÏÌÙÜÓÏÌÊÜË ÁÚ ÅÌÅËÔÒĕÄÏË ÅÒĕÚÉĕÊÜÔ ïÓ ÅÚÜÌÔÁÌ Á ËÅÌÅÔËÅÚě ÒïÓÚÅÃÓËïËÒÅ ÉÓ ÈÁÔÜÓÓÁÌ 

vannak.  

!ÈÏÇÙ Á ÆÅÎÔÉ ÐïÌÄÜË ÉÓ ÍÕÔÁÔÊÜËȟ az SDG-ËÒÅ ÊÅÌÌÅÍÚě ÔÅÃÈÎÉËÁÉ ïÓ ÅÌÖÉ ËÏÒÌÜÔÏË Á 

ÇÅÎÅÒÜÔÏÒÂÁÎ ÌÅÚÁÊÌĕ ÆÏÌÙÁÍÁÔÏË ÖÉÚÓÇÜÌÁÔÜra ÁÌËÁÌÍÁÚÈÁÔĕ ÍĕÄÓÚÅÒÅËÒÅ ÉÓ ËÏÒÌÜÔÏËÁÔ 

szabnak. ! ÍÅÇÓÚÏËÏÔÔ ÇÅÎÅÒÜÔÏÒ ÆÅÌïÐþÔïÓ ÎÅÍ ÖÜÌÔÏÚÔÁÔÈÁÔĕ ÍÅÇ ÁÎÎÁË ïÒÄÅËïÂÅÎȟ ÈÏÇÙ 

ËþÓïÒÌÅÔÅËÅÔ ÖïÇÅÚÈÅÓÓİÎË Á ÓÚÉËÒÁ ÐÌÁÚÍÜÎȟ ÍÅÒÔ ÅÚÜÌÔÁÌ Á ÒïÓÚÅÃÓËÅ-ËÅÌÅÔËÅÚïÓ ËÏÎÄþÃÉĕÉ 

ÉÓ ÍÅÇÖÜÌÔÏÚÎÜÎÁËȢ Olyan ËþÓïÒÌÅÔÉ ÅÌÊÜÒÜÓÏËÁÔ ËÅÌÌ ÁÌËÁÌÍÁÚÎÉȟ ÍÅÌÙÅË ÌÅÈÅÔěÌÅÇ nagy 

ÉÄěÂÅÌÉ ÆÅÌÏÌÄÜÓÓÁÌ ËïÐÅÓÅË ÉÎÆÏÒÍÜÃÉĕÔ ÓÚÏÌÇÜÌÔÁÔÎÉ Á ÓÚÉËÒÜÂÁÎ ÌÅÚÁÊÌĕ ÆÏÌÙÁÍÁÔÏËÒĕÌ ĭÇÙȟ 

ÈÏÇÙ Á ÌÅÈÅÔě ÌÅÇËÅÖïÓÂï ÂÅÆÏÌÙÜÓÏÌÊÜË ÁÚÏËÁÔȢ % ÐÅÒÅÍÆÅÌÔïÔÅÌÅËÅÔ ÆÉÇÙÅÌÅÍÂÅ ÖïÖÅ Á 

ÍÕÎËÜÍ ÓÏÒÜÎ ÁÌËÁÌÍÁÚÏÔÔ ËþÓïÒÌÅÔÉ ÍĕÄÓÚÅÒÅË ÍÁÇÊÜÔ olyan non-ÉÎÖÁÚþÖ, in situ ÅÌÊÜÒÜÓÏË 

ÁÄÔÜËȟ ÍÉÎÔ ÁÚ ÉÄěÂÅÎ ïÓ ÔïÒÂÅÎ ÂÏÎÔÏÔÔ ÏÐÔÉËÁÉ ÅÍÉÓÓÚÉĕÓ ÓÐÅËÔÒÏÓÚËĕÐÉÁ ɉ/%3Ɋ ïÓ 

ËïÐÁÌËÏÔÜÓȟ ËÉÅÇïÓÚþÔÖÅ a szikra elektromos jeleinek ɉÐÉÌÌÁÎÁÔÎÙÉ ÜÒÁÍ ïÓ ÆÅÓÚİÌÔÓïÇɊ 

ÆÏÌÙÁÍÁÔÏÓ ÍÏÎÉÔÏÒÏÚÜÓÜÖÁÌȢ % ÔÅÃÈÎÉËÜËËÁÌ ÌÅÈÅÔěÓïÇ ÎÙþÌÔ Á ÒïÓÚÅÃÓËïË ËÅÌÅÔËÅÚïÓïÔ 

ÍÅÇÅÌěÚě ÆÏÌÙÁÍÁÔÏË ÖÉÚÓÇÜÌÁÔÜÒÁ ÁÚÏË ÍÅÇÚÁÖÁÒÜÓÁ ÎïÌËİÌȟ ÂÅÌÅïÒÔÖÅ a szikra plazma 

operando ÖÉÚÓÇÜÌÁÔÜÔ Á ÎÁÎÏÓÚÅËÕÎÄÕÍÏÓ ÉÄěÓËÜÌÜÎ. Az optikai elvĴ ÖÉÚÓÇÜÌÁÔÏËÁÔ Á 

ËÅÌÅÔËÅÚÅÔÔ ÎÁÎÏÒïÓÚÅÃÓËïË in situ ïÓ ex situ ÖÉÚÓÇÜÌÁÔÁȟ ÖÁÌÁÍÉÎÔ Á ÓÚÉËÒÜÚÔÁÔÜÓÎÁË ËÉÔÅÔÔ 

ÅÌÅËÔÒĕÄÆÅÌÓÚþÎ ex situ ÖÉÚÓÇÜÌÁÔÁ ÅÇïÓÚþÔÅÔÔÅ ËÉȢ ! ÖÜÌÔÏÚÁÔÏÓ ËþÓïÒÌÅÔÉ ÍĕÄÓÚÅÒÅË ÌÅÈÅÔěÖï 

ÔÅÔÔïËȟ ÈÏÇÙ Á ÓÚÉËÒÁ ÐÌÁÚÍÁ ÔÕÌÁÊÄÏÎÓÜÇÁÉÔ ïÓ Á ÐÌÁÚÍÁ ÅÌÅËÔÒĕÄÏËÒÁ ÇÙÁËÏÒÏÌÔ ÈÁÔÜÓÜÔ 

ËİÌĘÎÂĘÚě ÓÚÅÍÓÚĘÇÅËÂěÌ ËĘÚÅÌþÔÓÅÍ ÍÅÇȢ -ÕÎËÜÍ ÃïÌÊÁ Á ÎÁÎÏÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÒÁ 

ÈÁÓÚÎÜÌÔ ÓÚÉËÒÁËÉÓİÌïÓ ËÁÒÁËÔÅÒÉÚÜÌÜÓÁ ÖÏÌÔȟ ÅÚÅÎ ÂÅÌİÌ a szikra plazma optikai 

ÅÍÉÓÓÚÉĕÊÜÎÁË ïÓ ÍÏÒÆÏÌĕÇÉÜÊÜÎÁË ÖÉÚÓÇÜÌÁÔÁȟ ÖÁÌÁÍÉÎÔ Á ÐÌÁÚÍÁ ĘÓÓÚÅÔïÔÅÌïnek, Á ÐÌÁÚÍÜÔ 

ÁÌËÏÔĕ ÓÐÅÃÉÅÓÚÅË ËÏÎÃÅÎÔÒÜÃÉĕÊÜÎÁË ïÓ ÈěÍïÒÓïËÌÅÔïÎÅË ÍÅÇÈÁÔÜÒÏÚÜÓÁ ÁÚ ÉÄě ïÓ 

ËİÌĘÎÂĘÚě ËþÓïÒÌÅÔÉ ÐÁÒÁÍïÔÅÒÅË ÆİÇÇÖïÎÙïÂÅÎȢ 4ÏÖÜÂÂÉ ÃïÌom ÖÏÌÔ ÁÚ ÅÌÅËÔÒĕÄ ÅÒĕÚÉĕ 

ÖÉÚÓÇÜÌÁÔÁȟ ÂÅÌÅïÒÔÖÅ ÁÚ ÅÌÅËÔÒĕÄÏË ÆÅÌÓÚþÎïÎ ÌÅÚÁÊÌĕ ÆÏÌÙÁÍÁÔÏËÁÔ ïÓ Á ËÉÓİÌïÓÉ ËĘÒ 

ÅÌÅËÔÒÏÍÏÓ ÐÁÒÁÍïÔÅÒÅÉÎÅË ÅÒĕÚÉĕÒÁ ÇÙÁËÏÒÏÌÔ ÈÁÔÜÓÜÔȢ A fenti ÇÏÎÄÏÓÁÎ ÍÅÇÖÜÌÁÓÚÔÏÔÔ 
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ËþÓïÒÌÅÔÉ ÅÓÚËĘÚÔÜÒÒÁÌ ÍÅÇÓÚÅÒÚÅÔÔ ÉÎÆÏÒÍÜÃÉĕ ÈÏÚÚÜÊÜÒÕÌÔ ÁÈÈÏÚȟ hogy ÐÏÎÔÏÓÁÂÂ ËïÐÅÔ 

kapjunk Á ÓÚÉËÒÜÂÁÎ ÌÅÚÁÊÌĕ ÆÏÌÙÁÍÁÔÏËÒĕÌȟ illetve elvezetett a ÓÚÉËÒÁËÉÓİÌïÓÅË ÓÅÇþÔÓïÇïÖÅÌ 

ÅÌěÜÌÌþÔÏÔÔ ÒïÓÚÅÃÓËïË ÔÕÌÁÊÄÏÎÓÜÇÁÉÎÁË ÍïÇ ÈÁÔïËÏÎÙÁÂÂ ËÏÎÔÒÏÌÌÜÌÜÓÜÈÏÚȢ 

 

5.2 Szikrakisüléses nanorészecske generálás 

! ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÌÜÓ ÅÇÙ ĭÎȢ ȵÂÏÔÔÏÍ-ÕÐȱ ÔÅÃÈÎÉËÁȟ ÍÅÌÌÙÅÌ ÇÜÚ 

ÆÜÚÉÓÂÁÎ ÜÌÌþÔÈÁÔĕË ÅÌě ÎÁÎÏÒïÓÚÅÃÓËïËȢ ! ÍĕÄÓÚÅÒ ÁÌÁÐÅÌÖÅ ÈÁÓÏÎÌĕ Á ÔĘÂÂÉ ÁÅÒÏÓÚÏÌ-ÁÌÁÐĭ 

ÅÌÊÜÒÜÓïhoz, azzal a ËİÌĘÎÂÓïÇÇÅÌȟ ÈÏÇÙ Á ËÅÚÄÅÔÉ ÁÔÏÍÆÅÌÈěÔ ÅÌÅËÔÒÏÍÏÓ ÓÚÉËÒÁËÉÓİÌïÓÅË 

ÓÅÇþÔÓïÇïÖÅÌ ÜÌÌþÔÊÜË ÅÌěȢ "ÕÒÔÓÃÈÅÒ ïÓ 3ÃÈÍÉÄÔ-/ÔÔ ÁÌËÁÌÍÁÚÔÁË ÅÌěÓÚĘÒ ÓÚÉËÒÁËÉÓİÌïÓÅËÅÔ 

ÎÁÎÏÒïÓÚÅÃÓËÅ-eÌěÜÌÌþÔÜÓÉ ÃïÌÌÁÌ ρωψς-ben [70] , amit egy 1988-ÁÓ ÔÁÎÕÌÍÜÎÙ ËĘÖÅÔÅÔÔȟ 

ÁÍÉÂÅÎ ÂÅÍÕÔÁÔÔÜË ÁÚ ĭÎȢ ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÔÏÒÔ ɉ3$'Ɋ, ami a 

ÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÈÏÚ ÓÚİËÓïÇÅÓ ÅÌÅËÔÒÏÍÏÓ ÜÒÁÍËĘÒÔȟ ËÉÓİÌïÓÉ ËÁÍÒÜÔ ïÓ Á ÇÜÚ ïÓ 

ÁÅÒÏÓÚÏÌ ËÅÚÅÌě alegysïÇÅËÅÔ ÉÓ ÔÁÒÔÁÌÍÁÚÔÁ [15] . !ÈÏÇÙ ÁÚ ÅÌěÚě ÆÅÊÅÚÅÔÂÅÎ ÍÜÒ ÒĘÖÉÄÅÎ 

ÅÍÌþÔïÓÒÅ ËÅÒİÌÔȟ ÁÚ 3$' ÁÌÁÐÊÁ ÅÇÙ ÇÜÚ-ÔĘÍĘÒ ËÁÍÒÁ ïÓ ÁÚ ÁÂÂÁÎ ÔÁÌÜÌÈÁÔĕ ËïÔȟ ÅÇÙÍÜÓÔĕÌ 

ÎïÈÜÎÙ ÍÉÌÌÉÍïÔÅÒ ÔÜÖÏÌÓÜÇÒÁ ÅÌÈÅÌÙÅÚÅÔÔ ÅÌÅËÔÒĕÄȢ !Ú ÅÌÅËÔÒĕÄÏË Á ÒïÓÚÅÃÓËïË ËÉÉÎÄÕÌĕ 

ÁÎÙÁÇÁËïÎÔ ÓÚÏÌÇÜÌÎÁËȟ ÖÁÇÙÉÓ Á ËÅÌÅÔËÅÚě ÎÁÎÏÒïÓÚÅÃÓËïË ÔÉÓÚÔÁÓÜÇÜÔ ÁÚ ÅÌÅËÔÒĕÄ-ÁÎÙÁÇ ïÓ 

Á ÇÜÚËĘÒÎÙÅÚÅÔ ÔÉÓÚÔÁÓÜÇÁ ÓÚÁÂÊÁ ÍÅÇ [17]Ȣ !Ú ÅÌÊÜÒÜÓ ÅÇÙÉË ÌÅÇÎÁÇÙÏÂÂ ÅÌěÎÙÅ Á 

ÓÏËÏÌÄÁÌĭÓÜÇÁȟ ÕÇÙÁÎÉÓ ÇÙÁËÏÒÌÁÔÉÌÁÇ ÂÜÒÍÅÌÙ ÖÅÚÅÔě ÁÎÙÁÇÂĕÌ ɉÂÅÌÅïÒÔÖÅ Á ÆïÍÅËÅÔȟ 

ĘÔÖĘÚÅÔÅËÅÔȟ ÇÒÁÆitot vagy ÆïÌÖÅÚÅÔěËÅÔɊ ËïÓÚþÔÈÅÔěË ÅÌÅËÔÒĕÄÏËȟ ïÓ ÅÚÜÌÔÁÌ ÜÌÌþÔÈÁÔĕk ÅÌě 

ÎÁÎÏÒïÓÚÅÃÓËïË ÅÇÙ ÁÄÏÔÔ ÒÅÎÄÓÚÅÒÅÎ ÂÅÌİÌ [46] . %ÌÔïÒě ÁÎÙÁÇĭȟ ÖÁÇÙ ËÏÍÐÏÚÉÔ 

ÅÌÅËÔÒĕÄÏËËÁÌ ÔĘÂÂËÏÍÐÏÎÅÎÓĴ ÎÁÎÏÒïÓÚÅÃÓËïË ÉÓ ÅÇÙÓÚÅÒĴÅÎ ÅÌěÜÌÌþÔÈÁÔĕËȟ ÁËÜÒ ÏÌÙÁÎ 

ÁÎÙÁÇÏËÂĕÌ ÉÓȟ ÍÅÌÙÅË ÍÁËÒÏÓÚËÏÐÉËÕÓÁÎ ÎÅÍ ËÅÖÅÒÅÄÎÅË ÅÇÙÍÜÓÓÁÌ [71] . 

! ÓÚÉËÒÁËÉÓİÌïÓÅË ÅÇÙ Á ÓÚÉËÒÁËĘÚÚÅÌ ÓÏÒÏÓÁÎ ËĘÔĘÔÔ ËÏÎÄÅÎÚÜÔÏÒ ɉÂÁÎËɊ ËÉÓİÌïÓÅ 

ÒïÖïÎ ÊĘÎÎÅË ÌïÔÒÅ. ! ÆÏÌÙÁÍÁÔ ÏÌÙÁÎ ïÒÔÅÌÅÍÂÅÎ ÓÚÁÂÜÌÙÏÚÁÔÌÁÎȟ ÈÏÇÙ Á ËÉÓİÌïÓ ÁËËÏÒ 

ÖÁÌĕÓÕÌ ÍÅÇȟ ÁÍÉËÏÒ Á ËÏÎÄÅÎÚÜÔÏÒÏÎ ÌïÖě ɉïÓ ÅÚÜÌÔÁÌ Á ËïÔ ÅÌÅËÔÒĕÄ ËĘÚĘÔÔÉɊ ÆÅÓÚİÌÔÓïÇ 

ÅÌïÒÉ Á ÓÚÉËÒÁËĘÚ ÜÔİÔïÓÉ ÆÅÓÚİÌÔÓïÇïÔ [11] . Az SDG-Ë ËÉÓİÌïÓÉ ËĘÒïÔ ÔÉÐÉËÕÓÁÎ ËÉÓ ÅÌÌÅÎÜÌÌÜÓ 

ïÓ ËÉÓ ÉÎÄÕËÔÉÖÉÔÜÓ ÊÅÌÌÅÍÚÉ ɉÍÉÎÄËïÔ ËÏÍÐÏÎÅÎÓ Á ÖÅÚÅÔïËÅËȟ ÃÓÁÔÌÁËÏÚĕËȟ ÅÇÙïÂ 

ÁÌËÁÔÒïÓÚÅË ÓÁÊÜÔ ÅÌÌÅÎÜÌÌÜÓÜÂĕÌ ïÓ ÉÎÄÕËÔÉÖÉÔÜÓÜÂĕÌ ÁÄĕÄÉË ĘÓÓÚÅɊȟ ÍÅÌÙÎÅË 

ÅÒÅÄÍïÎÙÅËïÎÔ ÁÌÕÌÃÓÉÌÌÁÐþÔÏÔÔȟ ÁÚÁÚ ÏÓÚÃÉÌÌÜÌĕȟ ÎÁÇÙ ÜÒÁÍĭ ïÓ ÆÅÓÚİÌÔÓïÇĴȟ ÎïÈÜÎÙ 

ÍÉËÒÏÓÚÅËÕÎÄÕÍ ÈÏÓÓÚĭ ÓÚÉËÒÁËÉÓİÌïÓÅË ÊĘÎÎÅË ÌïÔÒÅȢ ! ËÉÁÌÁËÕÌĕ ËÉÓİÌïÓÔ ÇÙÁËÒÁÎ 

ÅÇÙÓÚÅÒĴÅÎ ÅÇÙ-ÓÚÉËÒÜÎÁË ÓÚÏËÜÓ ÎÅÖÅÚÎÉȟ ÁÍÉ ÕÇÙÁÎÁËËÏÒ ÖÁÌĕÊÜÂÁÎ ÅÇÙ ÓÚÉÎÕÓÚÏÓÁÎ 

ÏÓÚÃÉÌÌÜÌĕ ïÓ ÅØÐÏÎÅÎÃÉÜÌÉÓÁÎ ÃÓÉÌÌÁÐÏÄĕ ÁÍÐÌÉÔĭÄĕÊĭ ÜÒÁÍ ïÓ ÆÅÓÚİÌÔÓïÇ ÊÅÌÅÔ ÔÁËÁÒȟ ÍÅÌÙ 

ÅÇÙĭÔÔÁÌ Á ÐÏÌÁÒÉÔÜÓ ÐÅÒÉÏÄÉËÕÓ ÖÜÌÔÏÚÜÓÜÔ ÉÓ ÊÅÌÅÎÔÉ [72] . 

Az SDG-ÂÅÎ ÌÅÚÁÊÌĕ ËÏÍÐÌÅØ ÆÏÌÙÁÍÁÔÏË ÍÉÁÔÔ Á ÎÁÎÏÒïÓÚÅÃÓËïË ËÉÁÌÁËÕÌÜÓÜÈÏÚ 

ÖÅÚÅÔě ÍÅÃÈÁÎÉÚÍÕÓÏË ïÓ ÁÚ ÅÚÅËÅÔ ÂÅÆÏÌÙÜÓÏÌĕ ËþÓïÒÌÅÔÉ ÐÁÒÁÍïÔÅÒÅË ÌÅþÒÜÓÁ ÅÌÓěÓÏÒÂÁÎ 

ËþÓïÒÌÅÔÉ ÅÒÅÄÍïÎÙÅË ËÖÁÌÉÔÁÔþÖ ÍÁÇÙÁÒÜÚÁÔÜÎ ÁÌÁÐÕÌȢ ! ËĘÚÅÌÍĭÌÔÂÁÎ ËÅÒİÌÔ ÐÕÂÌÉËÜÌÜÓÒÁ 

ÅÇÙ ÅÇÙÓÚÅÒĴ szemi-empirikus ÁÎÁÌÉÔÉËÕÓ ïÓ egy numerikus ÍÏÄÅÌÌȟ ÍÅÌÙÅË ÓÅÇþÔÓïÇïÖÅÌ 

ÍÅÇÁÄÈÁÔĕ ÁÚ ÅÌÓěÄÌÅÇÅÓ ÒïÓÚÅÃÓËïË ÍïÒÅÔÅÌÏÓÚÌÜÓÜÎÁË Á ËþÓïÒÌÅÔÉ ÐÁÒÁÍïÔÅÒÅËÔěÌ ÖÁÌĕ 

ÆİÇÇïÓÅ [47,77]. ! ÒïÓÚÅÃÓËïË ËÅÌÅÔËÅÚïÓïÎÅË Æě ÌïÐïÓÅÉ Á ËĘÖÅÔËÅÚěËȢ !Ú ÅÌÅËÔÒĕÄÏË 

ÆÅÌÓÚþÎïÔ ÁÚ ĭÎȢ ÆÏÒÒĕ ÐÏÎÔÏËÂÁÎ ÍÅÌÅÇþÔÉ Á ÓÚÉËÒÁȟ ÁÈÏÌ ËĘÌÃÓĘÎ ÈÁÔ ÁÚ ÅÌÅËÔÒĕÄÏË 
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ÁÎÙÁÇÜÖÁÌ ÐÜÒÏÌÇÜÓÔ ïÓ ÅÇÙ ÆïÍÇěÚ ÆÅÌÈě ËÉÁÌÁËÕÌÜÓÜÔ ÉÄïÚÖÅ ÅÌě [17,78]Ȣ %ÚÅÎ ÔĭÌ Á ÇÜÚȟ 

ÖÁÌÁÍÉÎÔ ÁÚ ÁÎĕÄ ïÓ ËÁÔĕÄ ÉÏÎÊÁÉ ÉÓ ÂÏÍÂÜÚÈÁÔÊÜË ÁÚ ÅÌÅËÔÒĕÄÏËÁÔȟ ÔÏÖÜÂÂÉ ÁÎÙÁÇËÉÖÜÌÜÓÔ 

ÔïÖÅ ÌÅÈÅÔěÖï [79]Ȣ -ÉÕÔÜÎ ÁÚ ÁÔÏÍÏÓ ÇěÚ ÁÄÉÁÂÁÔÉËÕÓ ÔÜÇÕÌÜÓȟ ÖÁÌÁÍÉÎÔ Á ÈÏÒÄÏÚĕ ÇÜÚÚÁÌ 

ÖÁÌĕ ËÅÖÅÒÅÄïÓ ĭÔÊÜÎ ÍÅÇÆÅÌÅÌě ÈěÍïÒÓïËÌÅÔĴÒÅ ÈĴÌȟ ÎÕËÌÅÜÃÉĕ ĭÔÊÜÎ ÁÔÏÍ-klaszterek 

ÊĘÎÎÅË ÌïÔÒÅȢ % ËÌÁÓÚÔÅÒÅË ËÏÎÄÅÎÚÜÃÉĕ ïÓ koaleszcencia ĭÔÊÜÎ ËİÌĘÎÜÌÌĕȟ ÇĘÍÂÉ 

ÒïÓÚÅÃÓËïËËïÎÔ ÎĘÖÅËÅÄÎÅË ÅÇÙ ÍÁØÉÍÜÌÉÓ ÍïÒÅÔ ÅÌïÒïÓïÉÇȟ ÍÅÌÙ ÁÚ ĭÎȢ ÅÌÓěÄÌÅÇÅÓ 

ÒïÓÚÅÃÓËïËÅÔ ÊÅÌÌÅÍÚÉȢ % ÐÏÎÔ ÅÌïÒïÓÅ ÕÔÜÎ ÁÚ ÅÌÓěÄÌÅÇÅÓ ÒïÓÚÅÃÓËïË ÍÜÒ ÎÅÍ ËïÐÅÓÅË Á 

ÇĘÍÂÉ ÁÌÁËÊÕËÁÔ ÍÅÇÔÁÒÔÖÁ ÎĘÖÅËÅÄÎÉȟ ïÓ ÒïÓÚÅÃÓËÅ ÁÇÇÒÅÇÜÔÕÍÏË ÁÌÁËÕlhatnak ki [17] . 

! ËÅÌÅÔËÅÚÅÔÔ ÒïÓÚÅÃÓËïË ÔÅËÉÎÔÅÔïÂÅÎ Á ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÌÜÓ 

ÓÚÜÍÏÓ ÈÁÓÏÎÌĕÓÜÇÏÔ ÍÕÔÁÔ ÏÌÙÁÎ ÅÌÊÜÒÜÓÏËËÁÌȟ ÍÅÌÙÅË ÔĘÍÂÉ ÆïÍ ÃïÌÔÜÒÇÙÁË ÁÂÌÜÃÉĕÊÜÎ 

alapulnak. 4ÉÐÉËÕÓ ÐïÌÄÁ ÅÒÒÅ Á ÌïÚÅÒÅÓ ÁÂÌÜÃÉĕȟ ÍÅÌÙ Á ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÍĕÄÓÚÅÒÈÅÚ ÎÁÇÙÏÎ 

ÈÁÓÏÎÌĕ ÒïÓÚÅÃÓËïËÅÔ ÅÒÅÄÍïÎÙÅÚ [73]Ȣ ! ÌÅÇÎÁÇÙÏÂÂ ÅÌěÎÙÅ Á ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÒïÓÚÅÃÓËÅ 

ÇÅÎÅÒÜÌÜÓÎÁË ÐÌȢ Á ÌïÚÅÒÅÓ ÁÂÌÜÃÉĕÖÁÌ ÓÚÅÍÂÅÎ ÖÉÓÚÏÎÙÌÁÇÏÓ ÔÅÃÈÎÉËÁÉ ÅÇÙÓÚÅÒĴÓïÇÅȢ !Ú 

SDG-k ÎÅÍ ÔÁÒÔÁÌÍÁÚÎÁË Á ÌïÚÅÒÅËÈÅÚ ÈÁÓÏÎÌĕÁÎ ÄÒÜÇÁ ÅÓÚËĘÚĘËÅÔȟ ÇÙÁËÏÒÌÁÔÉÌÁÇ 

ÆÏÌÙÁÍÁÔÏÓ ÍĴËĘÄïÓÒÅ ËïÐÅÓÅË ɉÁ ËÏÎÄÅÎÚÜÔÏÒ ÆÏÌÙÁÍÁÔÏÓ ÔĘÌÔïÓÅ ïÓ ËÉÓİÌïÓÅ ÜÌÔÁÌɊȟ 

ÍÉÎÉÍÜÌÉÓ ÈÕÌÌÁÄïË ËÅÌÅÔËÅÚïÓÅ ÍÅÌÌÅÔÔ [17]Ȣ 4ÏÖÜÂÂÜ ÁÚ 3$'-ËÅÎ ÁÌÁÐÕÌĕ ÅÌÊÜÒÜÓ ÎÁÇÙ 

ÅÌěÎÙÅȟ ÈÏÇÙ ÓËÜÌÜÚÈÁÔĕȢ ! ÔÅÒÍÅÌïËÅÎÙÓïÇ ÎĘÖÅÌïÓïÎÅË ÅÇÙÉË ÍĕÄÊÁ Á ÓÚÉËÒÁ ÉÓÍïÔÌïÓÉ 

ÆÒÅËÖÅÎÃÉÁ ÎĘÖÅÌïÓÅȢ ! ËÅÌÅÔËÅÚě ÒïÓÚÅÃÓËïË ÔĘÍÅÇÅ ÁÚ ÉÓÍïÔÌïÓÉ ÆÒÅËÖÅÎÃÉÁ ÎĘÖÅÌïÓïÖÅÌ 

ÌÉÎÅÜÒÉÓÁÎ ÎĘÖÅËÓÚÉË [46] . Ugyanakkor a klasszikus SDG-ËÂÅÎ Á ÍÁØÉÍÜÌÉÓÁÎ ÅÌïÒÈÅÔě 

ÉÓÍïÔÌïÓÉ ÆÒÅËÖÅÎÃÉÜÔ Á ÔĘÌÔě ÔÜÐÅÇÙÓïÇ ÍÁØÉÍÕÍ ÎïÈÜÎÙ ÓÚÜÚ Hz-ben ÌÉÍÉÔÜÌÊÁȟ ÁÍÉ Á 

ÍÁØÉÍÜÌÉÓÁÎ ÅÌïÒÈÅÔě ÒïÓÚÅÃÓËÅ ËÉÈÏÚÁÔÁÌÒÁ ÉÓ ËÏÒÌÜÔÏÔ ÓÚÁÂȢ % ËÏÒÌÜÔ ÌÅËİÚÄïÓïÒÅ ÓÚÏÌÇÜÌ 

ÁÚ Á ËĘÚÅÌÍĭÌÔÂÁÎ ËÉÆÅÊÌÅÓÚÔÅÔÔ ÓÐÅÃÉÜÌÉÓ ÔÜÐÅÇÙÓïÇȟ ÁÍÉÔ 3$'-Ë ÎÁÇÙ ÆÒÅËÖÅÎÃÉÜÊĭ 

İÚÅÍÅÌÔÅÔïÓïÈÅÚ ÔÅÒÖÅÚÔÅË ïÓ Ámi a ÍÁØÉÍÜÌÉÓ ÉÓÍïÔÌïÓÉ ÆÒÅËÖÅÎÃÉÜÔ ςπ Ë(Ú-re emeli [17] . 

! ÔÅÒÍÅÌïËÅÎÙÓïÇ ÆÅÌÓËÜÌÜÚÜÓÜÎÁË ÍÜÓÉË ÌÅÈÅÔÓïÇÅÓ ÍĕÄÊÁ ÅÇÙÅÄÉ 3$'-Ë ĘÓÓÚÅËÁÐÃÓÏÌÜÓÁ 

ïÓ ÐÜÒÈÕÚÁÍÏÓ İÚÅÍÅÌÔÅÔïÓÅȢ %ÚÜÌÔÁÌ ÁËÜÒ ÁÚ ÉÐÁÒÉ ÉÇïÎÙÅËÅÔ ËÉÅÌïÇþÔě ÒïÓÚÅÃÓËÅ-hozam is 

ÅÌïÒÈÅÔě [77] . 0ÒÏÂÌïÍÜÔ ÊÅÌÅÎÔÈÅÔȟ ÈÏÇÙ Á ÒïÓÚÅÃÓËïË ÍÅÇÎĘÖÅËÅÄÅÔÔ ËÏÎÃÅÎÔÒÜÃÉĕÊÁ Á ÇÜÚ 

ÆÜÚÉÓÂÁÎ ÜÌÔÁÌÜÂÁÎ ÒïÓÚÅÃÓËÅ ÁÇÇÒÅÇÜÔÕÍÏË ÉÌÌÅÔÖÅ ÁÇÇÌÏÍÅÒÜÔÕÍÏË ËÉÁÌÁËÕÌÜÓÜÈÏÚ ÖÅÚÅÔ 

[76] , ami ÂÉÚÏÎÙÏÓ ÁÌËÁÌÍÁÚÜÓÏË ÓÚÅÍÐÏÎÔÊÜÂĕÌ ÅÌěÎÙÔÅÌÅÎ ÌÅÈÅÔȢ %Ú Á ÆÏÌÙÁÍÁÔ Á ÖÉÖě ÇÜÚ 

ÜÒÁÍÌÜÓÉ ÓÅÂÅÓÓïÇïÎÅË ÖÜÌÔÏÚÔÁÔÜÓÜÖÁÌ ËÏÎÔÒÏÌÌÜÌÈÁÔĕ: SDG-kben 10 ÎÍ ÁÌÁÔÔÉ ÇĘÍÂÉ 

ÒïÓÚÅÃÓËïË ÉÓ ÅÌěÜÌÌþÔÈÁÔĕË [47] . %Ú ÕÇÙÁÎÁËËÏÒ ÁÚÔ ÉÓ ÊÅÌÅÎÔÉȟ ÈÏÇÙ ÍÉÎïÌ ÎÁÇÙÏÂÂ Á 

ÒïÓÚÅÃÓËÅ-ËÏÎÃÅÎÔÒÜÃÉĕȟ ÁÎÎÜÌ ÎÁÇÙÏÂÂ ÜÒÁÍÌÜÓÉ ÓÅÂÅÓÓïÇÒÅ ÖÁÎ ÓÚİËÓïÇ ÁÚ ÁÇÇÒÅÇÜÃÉĕ 

ÍÅÇÇÜÔÏÌÜÓÜÈÏÚȢ ! ÇÙÁËÏÒÌÁÔÂÁÎ Á ÐÒÁËÔÉËÕÓÁÎ ÅÌïÒÈÅÔě ÍÁØÉÍÜÌÉÓ ÜÒÁÍÌÜÓÉ ÓÅÂÅÓÓïÇ 

ÌÉÍÉÔÜÌÖÁ ÖÁÎȟ ÁÍÉ ËÏÍÐÒÏÍÉÓÓÚÕÍÏÔ ÊÅÌÅÎÔ ÁÚ ÁÌÁÃÓÏÎÙÁÂÂ ÈÏÚÁÍĭȟ ËÉÓÍïÒÅÔĴ ÓÚÉÎÇÌÅÔ 

ÒïÓÚÅÃÓËïË ïÓ Á ÎÁÇÙ ÈÏÚÁÍĭȟ ÎÁÇÙÏÂÂ ÍïÒÅÔĴ ÎÁÎÏÒïÓÚÅÃÓËÅ ÁÇÇÒÅÇÜÔÕÍÏË ËĘÚĘÔÔȢ 

 

5.3 Kísérleti módszerek 

4ĘÂÂÆïÌÅ 3$' ËÉÁÌÁËþÔÜÓ ÌïÔÅÚÉËȟ aÍÅÌÙÅË ÂÉÚÏÎÙÏÓ ÔÅÃÈÎÉËÁÉ ÒïÓÚÌÅÔÅËÂÅÎ ÅÌÔïÒÈÅÔÎÅËȟ ÄÅ 

ÍĴËĘÄïÓÉ ÅÌÖİË ïÓ Á Æě ïÐþÔěÅÌÅÍÅË ÁÚÏÎÏÓÁËȢ -ÉÎÄÅÎ 3$' ËĘÚÐÏÎÔÉ ÅÌÅÍÅ Á ËÉÓİÌïÓÉ 

ËÁÍÒÁȟ ÖÁÌÁÍÉÎÔ ÁÚ ÅÌÅËÔÒÏÍÏÓ ÜÒÁÍËĘÒȟ ÁÍÉ Á ÓÚÉËÒÜÚÜÓÔ ÔÜÐÌÜÌÊÁ [11] . A tipikusan 
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ÒÏÚÓÄÁÍÅÎÔÅÓ ÁÃïÌÂĕÌ ËïÓÚİÌÔȟ ÇÜÚ-ÔĘÍĘÒ ËÁÍÒÜÔM1 ÜÌÔÁÌÜÂÁÎ ĭÇÙ ÁÌÁËþÔÊÜË ËÉȟ ÈÏÇÙ 

ÌÅÈÅÔěÖï tegye ÁÚ ÅÌÅËÔÒÏÍÏÓ ÜÔÖÅÚÅÔïÓÅËȟ ÅÌÅËÔÒĕÄ-ÍÏÚÇÁÔĕËȟ ÅÇÙïÂ ÍïÒěÍĴÓÚÅÒÅË 

ÃÓÁÔÌÁËÏÚÔÁÔÜÓÜÔȟ ÖÁÌÁÍÉÎÔ tartalmazzon ÌÅÇÁÌÜÂÂ ÅÇÙ ÂÅÔÅËÉÎÔě ÁÂÌÁËÏÔ ÏÐÔÉËÁÉ 

megfigÙÅÌïÓÈÅÚȢ !Ú ÅÌÅËÔÒĕÄÏË ÅÌÈÅÌÙÅÚïÓÅ Á ËÁÍÒÜÎ ÂÅÌİÌ ÅÇÙÁÒÜÎÔ ÌÅÈÅÔ ÖþÚÓÚÉÎÔÅÓ ÖÁÇÙ 

ÆİÇÇěÌÅÇÅÓȟ ïÓ Á ÓÚÉËÒÁËĘÚÔ ÆÏÌÙÁÍÁÔÏÓÁÎ ĘÂÌþÔě ÖÉÖě ÇÜÚ ÜÒÁÍÌÜÓÉ ÉÒÜÎÙÁ ÓÚÉÎÔïÎ ÌÅÈÅÔ 

ËÅÒÅÓÚÔÉÒÜÎÙĭȟ ÖÁÇÙ ËÏÁØÉÜÌÉÓȟ ÌÅÆÅÌïȟ ÖÁÇÙ ÆÅÌÆÅÌï ÉÒÜÎÙÕÌĕȢ !Ú ÅÌÅËÔÒĕÄÏË ÅÇÙÍÜÓÓÁÌ 

ÓÚÅÍÂÅÎ ÜÌÌĕ ËïÔ ÖïÇÅ ËĘÚĘÔÔÉ ÔÜÖÏÌÓÜÇÏÔ ɉÖÁÇÙÉÓ Á ÓÚÉËÒÁËĘÚ ÍïÒÅÔïÔɊ ÅÇÙ ÖÁÇÙ ËïÔ 

ÅÌÔÏÌĕÖÁÌ ÌÅÈÅÔ ÂÅÜÌÌþÔÁÎÉȢ ! ËÁÍÒÜÂÁÎ ÁÔÍÏÓÚÆÅÒÉËÕÓ ÎÙÏÍÜÓÔ ÈÏÚÎÁË ÌïÔÒÅȟ Á ÖÉÖě ÇÜÚ 

ÜÒÁÍÌÜÓÉ ÓÅÂÅÓÓïÇïÔ ÐÅÄÉÇ ÜÌÔÁÌÜÂÁÎ ÅÇÙ ÔĘÍÅÇÜÒÁÍ ÓÚÁÂÜÌÙÏÚĕÖÁÌ ɉÍass flow controller, 

-&#Ɋ ËÏÎÔÒÏÌÌÜÌÊÜËȢ 

+þÓïÒÌÅÔÅÉÍÂÅÎ Á ÓÚÉËÒÁËĘÚ ÍïÒÅÔïÔ Á πȟυ-4,0 ÍÍ ÔÁÒÔÏÍÜÎÙÂÁÎ ÓÚÁÂÜÌÙÏÚÔam 

ÍÉËÒÏÍïÔÅÒÃÓÁÖÁÒok ÓÅÇþÔÓïÇïÖÅÌȢ !Ú ÁÒÇÏÎ ÖÁÇÙ ÎÉÔÒÏÇïÎ ÖÉÖě ÇÜÚ ÜÒÁÍÌÜÓÉ ÓÅÂÅÓÓïÇïÔ ÁÚ 

1-10 l/min  ÔÁÒÔÏÍÜÎÙÂÁÎ ÖÜÌÔÏÚÔÁÔÔam. Minden ËþÓïÒÌÅÔemet atmoszferikus nyÏÍÜÓÏÎ 

ÖïÇÅÚÔemȟ ÍÅÌÙÅÔ ÅÇÙ ÖÜËÕÕÍ ÐÕÍÐÁ ïÓ ÅÇÙ ÔĴÓÚÅÌÅÐ ÓÅÇþÔÓïÇïÖÅÌ ÜÌÌþÔÏÔÔam ÂÅ ïÓ ÅÇÙ 

ÎÙÏÍÜÓÍïÒě ÓÅÇþÔÓïÇïÖÅÌ monitorozt am. +þÓïÒÌÅÔÅÉÍÂÅÎ φȟσυ mm illetve 3,00 mm 

ÜÔÍïÒěÊĴȟ ÈÅÎÇÅÒ ÁÌÁËĭ ÅÌÅËÔÒĕÄÏËÁÔ ÈÁÓÚÎÜÌÔam ÌÁÐÏÓȟ ÖÁÇÙ ÈÅÇÙÅÚÅÔÔ ɉσπЈ-os 

ÃÓĭÃÓÓÚĘÇÇÅÌɊ ÖïÇÅËËÅÌȢ ! ÌÁÐÏÓ ÖïÇĴ ÅÌÒÅÎÄÅÚïÓÎïÌ ÁÚ ÅÒĕÚÉĕÓ ÈÁÔÜÓ ÅÌÏÓÚÌÉË ÁÚ ÅÌÅËÔÒĕÄ 

ÔÅÌÊÅÓ ËÅÒÅÓÚÔÍÅÔÓÚÅÔïÎȟ ÍþÇ Á ËÉÈÅÇÙÅÚÅÔÔ ÅÌÅËÔÒĕÄÏË ÅÓÅÔïÎ Á ÃÓĭÃÓ ËĘÚÅÌïben 

ËÏÎÃÅÎÔÒÜÌĕÄÉËȢ !Ú ÅÌïÒÎÉ ËþÖÜÎÔ ÌÅÈÅÔě ÌÅÇÎÁÇÙÏÂÂ ÒïÓÚÅÃÓËÅ ÔÅÒÍÅÌïÓ ÍÉÁÔÔ ÈÁÔïËÏÎÙ 

ÅÒĕÚÉĕ ËþÖÜÎÁÔÏÓȟ ÅÍÉÁÔÔ ÜÌÔÁÌÜÂÁÎ Á ÌÁÐÏÓ ÇÅÏÍÅÔÒÉÜÔ ÁÌËÁÌÍÁÚÚÜË 3$'-kben. Ugyanakkor 

Å ÇÅÏÍÅÔÒÉÜÂÁÎ ÁÚ ÅÇÙÍÜÓÔ ËĘÖÅÔě ÓÚÉËÒÜË ȵÖÜÎÄÏÒÏÌÎÁËȱ ÁÚ ÅÌÅËÔÒĕÄ ÆÅÌÓÚþÎïÎȟ ÁÍÉ Á 

ÓÚÉËÒÁ ÐÌÁÚÍÁ ÐÏÚÉÃÉÏÎÜÌÉÓ ÉÎÓÔÁÂÉÌÉÔÜÓÜÔ ÏËÏÚÚÁȟ ÁÍÉ ÍÅÇÎÅÈÅÚþÔÉ ÁÚ ÏÐÔÉËÁÉ ÅÌÖĴ 

ÖÉÚÓÇÜÌÁÔÏËÁÔ. TÏÖÜÂÂÜ Á ÓÚÉËÒÜÚÜÓ ÅÌÅËÔÒÏÍÏÓ ÓÔÁÂÉÌÉÔÜÓÜÔ ÉÓ ÒÏÎÔÈÁÔÊÁȟ Á ÆÏÌÙÁÍÁÔÏÓÁÎ 

ÖÜÌÔÏÚĕ ÆÅÌÓÚþÎÉ ÔÕÌÁÊÄÏÎÓÜÇÏË ïÓ ÁÚ ÅÎÎÅË ËĘÖÅÔËÅÚÔïÂÅÎ ÖÜÌÔÏÚĕ ÜÔİÔïÓÉ ÆÅÓÚİÌÔÓïÇ ÍÉÁÔÔȢ 

! ÆÅÎÔÉÅË ÁÌÁÐÊÜÎ ÅÌÍÏÎÄÈÁÔĕȟ ÈÏÇÙ ÈÅÇÙÅÚÅÔÔ ÅÌÅËÔÒĕÄÏË ÓÅÇþÔÓïÇïÖÅÌ ÍÅÇÂþÚÈÁÔĕÂÂ 

ÆÕÎÄÁÍÅÎÔÜÌÉÓ ÉÎÆÏÒÍÜÃÉĕËÁÔ ÎÙÅÒÈÅÔİÎË Á ÐÌÁÚÍÜÒĕÌȟ ÍþÇ Á ÌÁÐÏÓ ÅÌÅËÔÒĕÄÏË ÈÁÓÚÎÜÌÁÔÁ 

ËĘÚÖÅÔÌÅÎÅÂÂ ËÁÐÃÓÏÌÁÔÏÔ ÊÅÌÅÎÔ Á ÒïÓÚÅÃÓËÅ-ÇÅÎÅÒÜÌÜÓ ÓÔÁÎÄÁÒÄ ËĘÒİÌÍïÎÙÅÉÖÅÌȢ Emiatt a 

ÎÁÇÙ ÈÅÌÙÚÅÔÉ ÓÔÁÂÉÌÉÔÜÓÔ ÉÇïÎÙÌě ËþÓïÒÌÅÔÅËÂÅÎ ÈÅÇÙÅÚÅÔÔ ÅÌÅËÔÒĕÄÏËÁÔ ÈÁÓÚÎÜÌÔamȟ ÍþÇ 

azokbaÎȟ ÁÍÅÌÙÅËÂÅÎ Á Æě ÈÁÎÇÓĭÌÙ ÁÚ ÅÌÅËÔÒĕÄ ÅÒĕÚÉĕÎȟ ÖÁÇÙ Á ËÅÌÅÔËÅÚě ÒïÓÚÅÃÓËïËÅÎ 

ÖÏÌÔȟ ÌÁÐÏÓ ÅÌÅËÔÒĕÄÏËÁÔ alkalmaztam.  

! ÓÚÉËÒÁËĘÚ ÅÌÅËÔÒÏÍÏÓ ÔÜÐÌÜÌÜÓÜÒĕÌ ÅÇÙ ÅÇÙÓÚÅÒĴ ËÏÎÄÅÎÚÜÔÏÒÔĘÌÔě ÜÒÁÍËĘÒ 

gondoskodott. Egy, a ËþÓïÒÌÅÔÅÉmben tipikusan 8-29 Î& ËÁÐÁÃÉÔÜÓĭ ËÏÎÄÅÎÚÜÔÏÒÔ ɉÖÁÇÙ 

ËÏÎÄÅÎÚÜÔÏÒ ÂÁÎËÏÔɊ ÅÇÙ ÎÁÇÙÆÅÓÚİÌÔÓïÇĴ ËÏÎÄÅÎÚÜÔÏÒÔĘÌÔě ÔÜÐÅÇÙÓïÇ ÔĘÌÔĘÔÔ ÍÁØÉÍÕÍ 

10 Ë6 ËĘÒİÌÉ ÆÅÓÚİÌÔÓïÇÒÅȟ ÊÅÌÌÅÍÚěÅÎ ÎïÈÜÎÙȟ ÖÁÇÙ ÎïÈÜÎÙ ÔþÚ ÍÉÌÌÉÁÍÐÅÒ ÔĘÌÔěÜÒÁÍ 

mellett. -ÉÖÅÌ Á ÓÚÉËÒÁËĘÚ ÓÏÒÂÁ ÖÁÎ ËĘÔÖÅ Á ËÏÎÄÅÎÚÜÔÏÒÒÁÌȟ Á ËÉÓİÌïÓ ÁËËÏÒ ÊĘÎ ÌïÔÒÅȟ 

ÁÍÉËÏÒ Á ËÏÎÄÅÎÚÜÔÏÒ ÆÅÓÚİÌÔÓïÇÅ ÅÌïÒÉ Á ÓÚÉËÒÁËĘÚ ÜÔİÔïÓÉ ÆÅÓÚİÌÔÓïÇïÔȢ %ÎÎÅË ÈÁÔÜÓÜÒÁ 

ÅÇÙ ÂÉÐÏÌÜÒÉÓȟ ÏÓÚÃÉÌÌÜÌĕ ËÉÓİÌïÓ ÊĘÎ ÌïÔÒÅȟ ÍÅÌÙÎÅË ÆÒÅËÖÅÎÃÉÜÊÜÔ ïÓ ÃÓÉÌÌÁÐÏÄÜÓÉ ÔïÎÙÅÚěÊïÔ 

ÁÚ ÜÒÁÍËĘÒ ÅÌÌÅÎÜÌÌÜÓÁȟ ÉÎÄÕËÔÉÖÉÔÜÓÁ ïÓ ËÁÐÁÃÉÔÜÓÁ ÓÚÁÂja meg. ! ÔÜÐÅÇÙÓïÇ Á ËÉÓİÌïÓ ÁÌÁÔÔ 

ÉÓ ÆÏÌÙÁÍÁÔÏÓÁÎ ÔĘÌÔÉ Á ËÏÎÄÅÎÚÜÔÏÒÔ ɉȵÓÚÁÂÁÄÏÎÆÕÔĕȱ İÚÅÍÍĕÄɊȟ ÄÅ ÍÉÖÅÌ Á ËÉÓİÌïÓ ÓÏÒÜÎ Á 
                                                           
M1

 ! ËþÓïÒÌÅÔÅÉÍ ÔĭÌÎÙÏÍĕ ÔĘÂÂÓïÇïÂÅÎ ÈÁÓÚÎÜÌÔ, a Pfeiffer Vacuum GmbH ÜÌÔÁÌ ÇÙÜÒÔÏÔÔ ËÉÓİÌïÓÉ 
ËÁÍÒÁ ÁÚ %5 &0χ ËÅÒÅÔÐÒÏÇÒÁÍÊÁ ÜÌÔÁÌ ÔÜÍÏÇÁÔÏÔÔ "5/.!0!24-E projekt keretÅÉÎ ÂÅÌİÌ ËÅÒİÌÔ 
ËÉÆÅÊÌÅÓÚÔïÓÒÅȢ 
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ËĘÒÂÅÎ ÆÏÌÙĕ ÜÒÁÍ ÅÒěÓÓïÇe ɉÁÍÉ ÔÉÐÉËÕÓÁÎ ÎïÈÜÎÙ ÓÚÜÚ ÁÍÐÅÒɊ ÓÏË ÎÁÇÙÓÜÇÒÅÎÄÄÅÌ 

ÎÁÇÙÏÂÂȟ ÍÉÎÔ Á ÔĘÌÔěÜÒÁÍ ÅÒěÓÓïÇÅȟ Á ÔĘÌÔïÓÉ ïÓ ËÉÓİÌïÓÉ ÃÉËÌÕÓÏË ÆİÇÇÅÔÌÅÎÎÅË ÔÅËÉÎÔÈÅÔěË 

ÅÇÙÍÜÓÔĕÌȢ ! ÓÚÉËÒÜË ÉÓÍïÔÌïÓÉ ÇÙÁËÏÒÉÓÜÇÜÔ Á ÓÚÉËÒÁ-ÉÓÍïÔÌïÓÉ ÆÒÅËÖÅÎÃÉÜÖÁÌ ÓÚÏËÜÓ 

ÍÅÇÁÄÎÉȟ ÁÍÉ Á ÔĘÌÔěÜÒÁÍÍÁÌ ïÓ ÁÚ ÜÔİÔïÓÉ ÆÅÓÚİÌÔÓïÇ ÖÜÌÔÏÚÔÁÔÜÓÜÖÁÌ ÓÚÁÂÜÌÙÏÚÈÁÔĕȟ ÈÁ 

ÆÅÌÔïÔÅÌÅÚÚİËȟ ÈÏÇÙ ÁÚ ÅÇÙïÂ ËþÓïÒÌÅÔÉ ÐÁÒÁÍïÔÅÒÅË ÜÌÌÁÎÄĕÁk. 

A szikra plazma ÊÅÌÌÅÍÚïÓïÒÅ ÉÒÜÎÙÕÌĕ ËþÓïÒÌÅÔÅËÂÅÎ ÒÕÔÉÎÓÚÅÒĴÅÎ ÍïÒÔem az 

ÅÌÅËÔÒĕÄÏË ËĘÚÔÉ ÆÅÓÚİÌÔÓïÇ ïÓ Á ÓÚÉËÒÁËĘÚÂÅÎ ÆÏÌÙĕ ÜÒÁÍ ÉÄěÂÅÌÉ ÖÜÌÔÏÚÜÓÜÔ ÅÇÙ 

ÎÁÇÙÆÅÓÚİÌÔÓïÇĴ ÓÚÏÎÄÜÖÁÌ ɉpl. Agilent N2771BɊ ïÓ ÅÇÙ ÜÒÁÍÍïÒěÖÅÌ ɉPearson 110). Ezen 

ÅÌÅËÔÒÏÍÏÓ ÍïÒïÓÅËÎÅË Á ÓÚÉËÒÜÒÁ ÊÅÌÌÅÍÚě ÅÌÅËÔÒÏÍÏÓ ÊÅÌÁÌÁËÏË ÍÅÇÈÁÔÜÒÏÚÜÓÜÎ ÔĭÌ ÁÚ 

ÅÇÙïÂ ËþÓïÒÌÅÔÉ ÅÓÚËĘÚĘË ÓÚÉÎËÒÏÎÉÚÜÌÜÓÜÂÁÎ ÉÓ ÎÁÇÙ ÓÚÅÒÅÐÅ ÖÏÌÔȢ ! ÓÚÉËÒÜË ÖÉÚÓÇÜÌÁÔÁ ÁÚÏË 

ÓÚÁÂÜÌÙÏÚÁÔÌÁÎ ËÉÁÌÁËÕÌÜÓÁ ïÓ ÔÒÁÎÚÉÅÎÓ ÊÅÌÌÅÇÅ ÍÉÁÔÔ ÐÏÎÔÏÓ ÉÄěÂÅÌÉ ÓÚÉÎËÒÏÎÉÚÜÃÉĕÔ 

ÉÇïÎÙÅÌȟ ÁÍÉÔ Á ÓÚÉËÒÁËĘÚ ÜÔİÔïÓïÔ ËþÓïÒě ïÌÅÓ ÆÅÓÚİÌÔÓïÇÅÓïÓÈÅÚȟ ÖÁÇÙ ÜÒÁÍÕÇÒÜÓÈÏÚ 

ÒĘÇÚþÔÖÅ ÖÁÌĕÓþÔÏÔÔam meg ÅÇÙ ÊÅÌÇÅÎÅÒÜÔÏÒ ɉ3ÔÁÎÆÏÒÄ $'υσυɊ ÓÅÇþÔÓïÇïÖÅÌȢ ! ÓÚÉËÒÁ 

ÍÏÒÆÏÌĕÇÉÜÊÜÎÁËȟ ÉÌÌÅÔÖÅ ÏÐÔÉËÁÉ ÅÍÉÓÓÚÉĕÊÜÎÁË ÉÄěÂÏÎÔÏÔÔ ÖÉÚÓÇÜÌÁÔÜÔ ÅÇÙ ÅÒěÓþÔÅÔÔ ##$ 

ɉ)##$Ɋ ËÁÍÅÒÜÖÁÌ ÖïÇÅÚÔem (Andor iStar 734-18F-03), tipikusan 50-500 ÎÓ ÉÄěÂÅÌÉ 

ÆÅÌÂÏÎÔÜÓÓÁÌȢ ! ÍÏÒÆÏÌĕÇÉÁÉ ɉÇÙÏÒÓ ÆïÎÙËïÐÅÚïÓɊ ÖÉÚÓÇÜÌÁÔÏËÈÏÚ Á ËÁÍÅÒÜÔ Á ÍÅÇÆÅÌÅÌě 

ÏÂÊÅËÔþÖÅËËÅÌ ÌÜÔÔam ÅÌȟ ÍþÇ ÁÚ ÅÍÉÓÓÚÉĕÓ ÓÐÅËÔÒÏÓÚËĕÐÉÁÉ ÍïÒïÓÅËÈÅÚ Á ËÁÍÅÒÜt egy 

!ÎÄÏÒ -ÅÃÈÅÌÌÅ υπππ ÓÚÜÌÏÐÔÉËÜÓ ÓÐÅËÔÒÏÇÒÜÆÆÁÌ ËÉÅÇïÓÚþÔÖÅ ÈÁÓÚÎÜÌÔamȢ 4ïÒÂÅÎ ÉÎÔÅÇÒÜÌÔ 

ÍïÒïÓÅË ÅÓÅÔïÎ Á ÓÚÉËÒÁ ÆïÎÙïÔ ÅÇÙ ÌÅÎÃÓïÖÅÌ ÇÙĴÊÔĘÔÔÅÍȟ ÍþÇ Á ÔïÒÂÅÎ ÂÏÎÔÏÔÔ ÍïÒïÓÅËÈÅÚ 

a sÚÉËÒÜÔ ÅÇÙ ÌÅÎÃÓïÖÅÌ ÌÅËïÐÅÚÔÅÍ, majd a kïÐ ËİÌĘÎÂĘÚě ÐÏÎÔÊÁÉÂÁ ÈÅÌÙÅÚÔem a 

ÓÐÅËÔÒÏÇÒÜÆ ÏÐÔÉËÁÉ ÓÚÜÌÜÔȢ ! ÓÐÅËÔÒÏÓÚËĕÐÉÁÉ ÅÌÒÅÎÄÅÚïÓ Á σππ-800 nm 

ÈÕÌÌÜÍÈÏÓÓÚÔÁÒÔÏÍÜÎÙ ÖÉÚÓÇÜÌÁÔÜÔ ÔÅÔÔÅ ÌÅÈÅÔěÖïȟ ͯπ,125 nm (435 nm-ÅÎɊ ÆÅÌÂÏÎÔÜÓÓÁÌȢ ! 

ÔïÒÂÅÌÉ ÆÅÌÂÏÎÔÜÓ Á ÓÐÅËÔÒÏÓÚËĕÐÉÁÉ ÍïÒïÓÅËÂÅÎ ͯ50 ʈÍ ÖÏÌÔȢ !Ú ÅÍÉÓÓÚÉĕÓ ÓÐÅËÔÒÕÍÏË 

plazma diaÇÎÏÓÚÔÉËÁÉ ÆÅÌÈÁÓÚÎÜÌÜÓÁ ïÒÄÅËïÂÅÎ a ÓÐÅËÔÒÏÓÚËĕÐÉÁÉ ÒÅÎÄÓÚÅÒ ÓÐÅËÔÒÜÌÉÓ 

ïÒÚïËÅÎÙÓïÇïÔ ÅÇÙ .)34-ËÁÌÉÂÒÜÌÔ ÄÅÕÔïÒÉÕÍ-ÈÁÌÏÇïÎ ÆïÎÙÆÏÒÒÜÓ (Ocean Optics Inc, DH-

2000-CAL) ÓÅÇþÔÓïÇïÖÅÌ ËÁÌÉÂÒÜÌÔÁÍȢ ! ËÁÌÉÂÒÜÃÉĕÔ ÍÉÎÄÅÎ ÍïÒïÓÉ ÓÏÒÏÚÁÔ ÅÌěÔÔ 

ÅÌÌÅÎěÒÉÚÔem ïÓ ÓÚİËÓïÇ ÓÚÅÒÉÎÔ ÍÅÇÉÓÍïÔÅÌÔem. 

Az SDG-ÂÅÎ ËÅÌÅÔËÅÚě ÎÁÎÏÒïÓÚÅÃÓËïËÅÔ az ex situ ÅÌÅËÔÒÏÎÍÉËÒÏÓÚËĕÐÉÜÓ ÁÎÁÌþÚÉÓÈÅÚ 

ÅÇÙ ÈÜÚÉ ËïÓÚþÔïÓĴ ÁÌÁÃÓÏÎÙ ÎÙÏÍÜÓĭ ÔÅÈÅÔÅÔÌÅÎÓïÇÉ ÉÍÐÁËÔÏÒÒÁÌȟ ÉÌÌÅÔÖÅ ÅÌektrosztatikus 

ĭÔÏÎ ÖÜÌÁÓÚÔÏÔÔÁÍ le ÈÏÒÄÏÚĕËÒÁ ɉÔÉÐÉËÕÓÁÎ 4%- ÇÒÉÄÅËre)Ȣ ! ÎÁÎÏÒïÓÚÅÃÓËïË 

ÍïÒÅÔÅÌÏÓÚÌÜÓÜÔ Á ÇÅÎÅÒÜÌÜÓ ÕÔÜÎ ËĘÚÖÅÔÌÅÎİÌȟ in situ ÉÓ ÍÅÇÈÁÔÜÒÏÚÔÁÍ, melyhez egy 

Grimm Aerosol Technik GmbH SMPS-C, illetve ÅÇÙ ÈÜÚÉ ËïÓÚþÔïÓĴ 3-03 rendszert 

ÈÁÓÚÎÜÌÔÁÍ. 

!Ú ÅÌÅËÔÒĕÄ-ÆÅÌÓÚþÎ ÅÒĕÚÉĕÊÜÎÁË ÖÉÚÓÇÜÌÁÔÜÈÏÚ ÅÇÙ ÌÁÂÏÒÁÔĕÒÉÕmunkban tervezett 

ÅÌÅËÔÒÏÍÏÓ ÜÒÁÍËĘÒÔ ÈÁÓÚÎÜÌÔÕÎËȟ ÍÅÌÙ ÌÅÈÅÔěÖï ÔÅÔÔÅ ËÏÎÔÒÏÌÌÜÌÔ ÓÚÜÍĭ ÓÚÉËÒÁ ËÅÌÔïÓïÔ ÁÚ 

SDG-ben. Ennek ÓÅÇþÔÓïÇïÖÅÌ ËĘÖÅÔÔem Á ÆÅÌÓÚþÎ ÍÏÒÆÏÌĕÇÉÜÊÜÂÁÎ ÅÇÙÅÔÌÅÎ ÓÚÉËÒÁ ÈÁÔÜÓÜÒÁ 

ÂÅËĘÖÅÔËÅÚě ÖÜÌÔÏÚÜÓÏËÁÔȢ ! ÍïÒïÓÅËÈÅÚ ÅÌěÒÅ ÐÏÌþÒÏÚÏÔÔ ÅÌÅËÔÒĕÄÏËÁÔ ÈÁÓÚÎÜÌÔÕÎË, 

ÍÅÌÙÅËÅÔ ÓÚÉËÒÜÚÔÁÔÜÓ ÅÌěÔÔ ïÓ ÕÔÜÎ ÉÓ ÏÐÔÉËÁÉ ÍÉËÒÏÓÚËĕÐÉÜÖÁÌ ɉ.ÉËÏÎ /ÐÔÉÐÈÏÔ 100S), 

ÌïÚÅÒÅs ÐÜÓÚÔÜÚĕ ÍÉËÒÏÓÚËĕÐÉÜÖÁÌ ɉ+ÅÙÅÎÃÅ VK-X100KɊ ïÓ ÁÔÏÍÅÒě ÍÉËÒÏÓÚËĕÐÉÜÖÁÌ ɉPSIA 

XE-100) jellemeztİÎË. 6ÉÚÓÇÜÌÔuk az ÅÌÅËÔÒĕÄÏË ÆÅÌÓÚþÎïÎ ËÉÁÌÁËÕÌÔ ÓÔÒÕËÔĭÒÜËÁÔ hosszan 
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ÔÁÒÔĕ ÓÚÉËÒÜÚÜÓ ɉÔĘÂÂ ÓÚÜÚÅÚÅÒ ÓÚÉËÒÁɊ ÕÔÜÎ ÉÓ, melyeket ÌïÚÅÒÅÓ ÐÜÓÚÔÜÚĕ ÍÉËÒÏÓÚËĕÐÉÜÖÁÌ 

(Keyence VK-X100KɊ ËÁÒÁËÔÅÒÉÚÜÌÔÕnk. 

! ËþÓïÒÌÅÔÅË ÓÏÒÜÎ ËÅÌÅÔËÅÚě ÎÁÇÙ ÍÅÎÎÙÉÓïÇĴ ÍïÒïÓÉ ÁÄÁÔ ÆÅÌÄÏÌÇÏÚÜÓÜÈÏÚ, 

ËÉïÒÔïËÅÌïÓïÈÅÚ ïÓ Á ÐÌÁÚÍÁ ÄÉÁÇÎÏÓÚÔÉËÁÉ ÓÚÜÍÏÌÜÓÏËÈÏÚ /ÒÉÇÉÎ ÓÚÏÆÔÖÅÒÔȟ ÉÌÌÅÔÖÅ ÓÁÊÜÔ 

ËïÓÚþÔïÓĴ ÃïÌ-ÓÚËÒÉÐÔÅËÅÔ ÈÁÓÚÎÜÌÔÁÍ, melyeket -!4,!" ÉÌÌÅÔÖÅ 0ÙÔÈÏÎ ÐÒÏÇÒÁÍÏÚÜÓÉ 

ÎÙÅÌÖÅËÅÎ þÒÔÁÍȢ 

 

5.4 Eredmények 

A ÎÁÎÏÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÒÁ ÈÁÓÚÎÜÌÔ ÅÌÅËÔÒÏÍÏÓ ÓÚÉËÒÁ ÐÌÁÚÍÜÔȟ ÖÁÌÁÍÉÎÔ Á ÓÚÉËÒÁ 

ÅÌÅËÔÒĕÄÏËÒÁ ÇÙÁËÏÒÏÌÔ ÅÒĕÚÉĕÓ ÈÁÔÜÓÜÔ ÖÉÚÓÇÜÌĕ ËþÓïÒÌÅÔÅÉÍ ÓÏÒÜÎ in situ, non-ÉÎÖÁÚþÖ 

ÅÌÊÜÒÜÓÏËÁÔ ÈÁÓÚÎÜÌÔÁÍȟ Á ÎÁÎÏÒïÓÚÅÃÓËïË ËÅÌÅÔËÅÚïÓïÔ ÅÌěÉÄïÚě ÆÏÌÙÁÍÁÔÏË ÍÅÇÚÁÖÁÒÜÓÁ 

ÎïÌËİÌȟ ËÉÅÇïÓÚþÔÖÅ Á ËÅÌÅÔËÅÚě ÎÁÎÏÒïÓÚÅÃÓËïË ËÁÒÁËÔÅÒÉÚÜÌÜÓÜÖÁÌȢ A szikra plazma tïÒ- ïÓ 

ÉÄěÂÅÌÉ ÖÜÌÔÏÚÜÓÜÔ ÇÙÏÒÓ-ÆïÎÙËïÐÅÚïÓ ÓÅÇþÔÓïÇïÖÅÌ ÖÉÚÓÇÜÌÔÁÍȢ ! ÎïÈÜÎÙ ÔþÚ 

nanoszekundumos illetve szub-mikroszekundumos ÉÄěÂÅÌÉ ÆÅÌÂÏÎÔÜÓÓÁÌ ËïÓÚþÔÅÔÔ 

ËïÐÓÏÒÏÚÁÔÏËÂĕÌ ÒÅËÏÎÓÔÒÕÜÌÔÁÍ Á ÐÌÁÚÍÁ ÁÌÁËÊÜÎÁË ÖÜÌÔÏÚÜÓÜÔ. Kimutattam, hogy az egy 

ÖÉÓÚÏÎÙÌÁÇ ÊĕÌ ËĘÒİÌÈÁÔÜÒÏÌÔȟ ÈÅÎÇÅÒÓÚÅÒĴ ÃÓÁÔÏÒÎÜÂĕÌ ÄÉÆÆĭÚÚÜȟ ïÓ ÓÚÁÂÜÌÙÔÁÌÁÎnÜ ÖÜÌÉËȢ A 

ÐÌÁÚÍÁ ÃÓÁÔÏÒÎÁ ÜÔÍïÒěÊïÎÅË ÉÄěÂÅÌÉ ÖÜÌÔÏÚÜÓÜÔ ïÓ Á ÐÌÁÚÍÁ ÔÜÇÕÌÜÓÉ ÓÅÂÅÓÓïÇïÔ ÉÓ 

ÍÅÇÈÁÔÜÒÏÚÔÁÍȟ Á ÓÐÅËÔÒÜÌÉÓÁÎ ÉÎÔÅÇÒÜÌÔ ÏÐÔÉËÁÉ ÅÍÉÓÓÚÉĕ ÔïÒÂÅÌÉ ÅÌÏÓÚÌÜÓÜÖÁÌ ÅÇÙİÔÔȢ 

IÄěÂÅÎ ïÓ ÔïÒÂÅÎ ÂÏÎÔÏÔÔ ÅÍÉÓÓÚÉĕÓ spektrumok ÁÎÁÌþÚÉÓïÖÅÌ ÍÅÇÈÁÔÜÒÏÚÔÁÍ Á ÇÅÒÊÅÓÚÔïÓÉ 

ÐÌÁÚÍÁ ÈěÍïÒÓïËÌÅÔÅÔ ïÓ ÁÚ ÅÌÅËÔÒÏÎ ËÏÎÃÅÎÔÒÜÃÉĕÔ ËİÌĘÎÂĘÚě ÔïÒÂÅÌÉ ïÓ ÉÄěÂÅÌÉ 

pontokban. Egy egyszerĴ ÓÚÅÍÉ-empirikus plazma modell ÓÅÇþÔÓïÇïÖÅÌ ÁÚ ÅÇÙ ÓÚÉËÒÁ ÜÌÔÁÌ 

ÅÒÏÄÜÌÔ ÅÌÅËÔÒĕÄ ÁÎÙÁÇ ÓÚÉËÒÁËĘÚÂÅÎ ÊÅÌÅÎÌïÖě ËÏÎÃÅÎÔÒÜÃÉĕÊÜÔ ÉÓ ÍÅÇÂÅÃÓİÌÔÅÍȢ !Ú ÏÐÔÉËÁÉ 

ÅÍÉÓÓÚÉĕÓ ÍïÒïÓÅËËÅÌ ÐÜÒÈÕÚÁÍÏÓÁÎ Á ÓÚÉËÒÁ ÜÒÁÍÜÔ ïÓ ÆÅÓÚİÌÔÓïÇïÔ ÉÓ ÆÏÌÙÁÍÁÔÏÓÁÎ 

ÒÅÇÉÓÚÔÒÜÌtamȟ ÖÁÌÁÍÉÎÔ ÍÅÇÈÁÔÜÒÏÚÔÁÍ Á ËÅÌÅÔËÅÚě ÒïÓÚÅÃÓËïË ÍïÒÅÔÅÌÏÓÚÌÜÓÜÔȢ 

+ÏÒÒÅÌÜÃÉĕÔ ÔÁÌÜÌÔÁÍ ÁÚ ÅÌÅËÔÒÏÍÏÓȟ ÏÐÔÉËÁÉ ïÓ ÒïÓÚÅÃÓËÅ ÁÄÁÔÏË ËĘÚĘÔÔ. Az ÅÇÙȟ ÉÌÌÅÔÖÅ ÔĘÂÂ 

ÓÚÜÚÅÚÅÒ ÓÚÉËÒÁ ÈÁÔÜÓÜÎÁË ËÉÔÅÔÔ ÅÌÅËÔÒĕÄÏË ÅÒĕÚÉĕÊÜÎÁË ÖÉÚÓÇÜÌÁÔÜÖÁÌ Íegmutattam, hogy 

ÍÜÒ ÅÇÙÅÔÌÅÎ ÓÚÉËÒÁ ÈÁÔÜÓÜÒÁ ÉÓ ËÏÍÐÌÅØ ÓÔÒÕËÔĭÒÜË ÁÌÁËÕÌÎÁË ËÉ ÁÚ ÅÌÅËÔÒĕÄÏË ÆÅÌÓÚþÎïÎȟ 

amelyek ÈÏÓÓÚÁÎÔÁÒÔĕ ÓÚÉËÒÜÚÜÓ ɉÎÁÇÙÓÚÜÍĭ ÓÚÉËÒÁɊ ÈÁÔÜÓÜÒÁ ĘÎ-ÒÅÎÄÅÚěÄěȟ ÓÚÁÂÜÌÙÏÓ 

ÍÉÎÔÜÚÁÔÏËËÜ alakulnak. 

-ÕÎËÜÍ ÌÅÇÆÏÎÔÏÓÁÂÂ ÔÕÄÏÍÜÎÙÏÓ ÅÒÅÄÍïÎÙÅÉÔ Á ËĘÖÅÔËÅÚě ÔïÚÉÓÐÏÎÔÏË ĘÓÓÚÅÇÚÉË: 

I. Gyors-ÆïÎÙËïÐÅÚïÓ ÁÌËÁÌÍÁÚÜÓÜÖÁÌ ÍÅÇÖÉÚÓÇÜÌÔÁÍ ÅÇÙ ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ 

ÇÅÎÅÒÜÔÏÒÂÁÎ ÒïÚ ÅÌÅËÔÒĕÄÏË ËĘÚĘÔÔȟ ÎÉÔÒÏÇïÎ ÁÔÍÏÓÚÆïÒÜÂÁÎ ËÅÌÔÅÔÔ ÓÚÉËÒÁ ÐÌÁÚÍÁ 

ÍÏÒÆÏÌĕÇÉÜÊÜÎÁË ÉÄěÂÅÌÉ ÖÜÌÔÏÚÜÓÜÔȢ -ÅÇÍÕÔÁÔÔÁÍȟ ÈÏÇÙ Á ÓÚÉËÒÁ ÃÓÁÔÏÒÎÁ ÍÅÇÔÁÒÔÊa 

ÖÉÓÚÏÎÙÌÁÇ ÓÚÁÂÜÌÙÏÓȟ ÈÅÎÇÅÒÅÓ ÁÌÁËÊÜÔ ÍÉÎÄÁÄÄÉÇȟ ÍþÇ ÅÌÅËÔÒÏÍÏÓ ÜÒÁÍ ÆÏÌÙÉË ÁÚ 

ÅÌÅËÔÒĕÄÏË ËĘÚĘÔÔȢ ! ÃÓÁÔÏÒÎÁ ÁÚ ÉÄěÖÅÌ ÔÜÇÕÌȟ ÓÚïÌÅÓÓïÇÅ ÓÚÕÐÅÒÓÚÏÎÉËÕÓ ÓÅÂÅÓÓïÇÇÅÌ 

ÎĘÖÅËÓÚÉËȟ ÁÍÉ ËĘÚÅÌ ÌÉÎÅÜÒÉÓÁÎ ÓËÜÌÜÚĕÄÉË Á ÓÚÉËÒÁ ÅÎÅÒÇÉÜÊÜÖÁÌȢ !ÚÔ ÔÁÌÜÌÔÁÍȟ ÈÏÇÙ Á ÓÚikra 

ÜÌÔÁÌ ÅÍÉÔÔÜÌÔ ÆïÎÙ ÔïÒÂÅÌÉ ÅÌÏÓÚÌÜÓÁ ÎÅÍ ÅÇÙÅÎÌÅÔÅÓȟ Á ÓÚÉËÒÁËĘÚÂÅÎ ÅÇÙ ÍÁØÉÍÜÌÉÓ 

ÉÎÔÅÎÚÉÔÜÓĭ ÁØÉÜÌÉÓ ÒïÇÉĕÔȟ ĭÎȢ ȵÈÏÔ ÓÐÏÔȱ-ÏÔ ÁÚÏÎÏÓþÔÏÔÔÁÍȢ -ÅÇÍÕÔÁÔÔÁÍȟ ÈÏÇÙ Å ÒïÇÉĕ 

ÈÅÌÙÅ ÓÚÉÎËÒÏÎÂÁÎ ÖÁÎ Á ÐÉÌÌÁÎÁÔÎÙÉ ÜÒÁÍÍÁÌ ïÓ ÍÉÎÄÉÇ ÁÚ ÁËÔÕÜÌÉÓÁÎ ÎÅÇÁÔþÖ ÐÏÌÁÒÉÔÜÓĭ 

ÅÌÅËÔÒĕÄ ËĘÚÅÌïÂÅÎ ÔÁÌÜÌÈÁÔĕ [T1] . 
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II. 4ïÒÂÅÎ ïÓ ÉÄěÂÅÎ ÂÏÎÔÏÔÔ ÅÍÉÓÓÚÉĕÓ ÓÐÅËÔÒÏÓÚËĕÐÉÁ ÁÌËÁÌÍÁÚÜÓÜÖÁÌ, Á ÇÅÎÅÒÜÔÏÒ 

ÍĴËĘÄïÓïÎÅË ÍÅÇÚÁÖÁÒÜÓÁ ÎïÌËİÌ jellemeztem a ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ 

ÇÅÎÅÒÜÔÏÒÂÁÎȟ ÁÒÇÏÎ ÁÔÍÏÓÚÆïÒÜÂÁÎ ÌïÔÒÅÈÏÚÏÔÔȟ ÒïÚ ÎÁÎÏÒïÓÚÅÃÓËïË ÅÌěÜÌÌþÔÜÓÜÒÁ ÈÁÓÚÎÜÌÔ 

ÓÚÉËÒÁ ÐÌÁÚÍÜÔ. -ÅÇÈÁÔÜÒÏÚÔÁÍ a szikra ȵþÖȱ ÆÜÚÉÓÜÂÁÎ ɉÁÒÃ ÓÔÁÇÅɊ Á ÐÌÁÚÍÁ ÇÅÒÊÅÓÚÔïÓÉ 

ÈěÍïÒÓïËÌÅÔïÔ ïÓ ÁÚ ÅÌÅËÔÒÏÎ ËÏÎÃÅÎÔÒÜÃÉĕÔ ÁÚ ÉÄě ÆİÇÇÖïÎÙïÂÅÎȢ ! ÈěÍïÒÓïËÌÅÔ Á ρφφππ-

20000 +ȟ ÁÚ ÅÌÅËÔÒÏÎ ËÏÎÃÅÎÔÒÜÃÉĕ ÐÅÄÉÇ Á ͯςϼ1017-ͯχϼρπ17 cm-3 ÔÁÒÔÏÍÜÎÙÂÁÎ ÖÜÌÔÏÚÏÔÔȢ 

A szikra ȵÕÔĕÉÚÚÜÓȱ ÆÜÚÉÓÜÎÁË ɉÁÆÔÅÒÇÌÏ× ÓÔÁÇÅɊ ÌÅþÒÜÓÜÈÏÚ megalkottam egy szemi-

ÅÍÐÉÒÉËÕÓ ÅÇÙÅÎÓĭÌÙÉ ÐÌÁÚÍÁ ÍÏÄÅÌÌÔȢ ! ÍÏÄÅÌÌ ÓÅÇþÔÓïÇïÖÅÌ ÍÅÇÈÁÔÜÒÏÚÔÁÍ Á ÐÌÁÚÍÁ 

ÈěÍïÒÓïËÌÅÔïÔ ïÓ ÁÚ ÅÌÅËÔÒÏÎ ËÏÎÃÅÎÔÒÜÃÉĕÔȟ ÖÁÌÁÍÉÎÔ ÍÅÇÂÅÃÓİÌÔÅÍ Á ÎÁÎÏÒïÓÚÅÃÓËÅ 

ÇÅÎÅÒÜÔÏÒÂÁÎ ÅÌěÜÌÌþÔÏÔÔ ÒïÚ ÁÔÏÍÏË ïÓ ÉÏÎÏË ÓÚÜÍËÏÎÃÅÎÔÒÜÃÉĕÊÜÔȟ ÍÅÌÙÎÅË ïÒÔïËïÒÅ ÁÚÔ 

kaptam, hogy az a 1014 cm-3 ÎÁÇÙÓÜÇÒÅÎÄÂÅ ÅÓÉË [T2] . !Ú ȵÕÔĕÉÚÚÜÓȱ ɉÁÆÔÅÒÇÌÏ×Ɋ ÆÜÚÉÓÂÁÎ 

felvett ÅÍÉÓÓÚÉĕÓ ÓÐÅËÔÒÕÍÏËÂĕÌ Á ÐÌÁÚÍÁ-ÈěÍïÒÓïËÌÅÔ ÖÜÌÔÏÚÜÓÜÎÁË ÓÅÂÅÓÓïÇïÔ ÉÓ 

ÍÅÇÈÁÔÜÒÏÚÔÁÍȟ ÁÍÉ Á ÆïÍ ÁÔÏÍÏË ÈĴÌïÓÉ ÓÅÂÅÓÓïÇÅËïÎÔ ïÒÔÅÌÍÅÚÈÅÔěȢ A ÈĴÌïÓÉ ÓÅÂÅÓÓïÇÒÅ 

mind argon [T2]ȟ ÍÉÎÄ ÎÉÔÒÏÇïÎ ÇÜÚÂÁÎ ρπ8 Ks-1 ÎÁÇÙÓÜÇÒÅÎÄÂÅ ÅÓě ïÒÔïËÅÔ ËÁÐÔÁÍ [T3] . 

III.  -ÅÇÖÉÚÓÇÜÌÔÁÍ ÅÇÙ ÓÚÉËÒÁËÉÓİÌïÓÅÓ ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÔÏÒ ÅÌÅËÔÒÏÍÏÓ ÔÕÌÁÊÄÏÎÓÜÇÁÉÔ, 

ÖÁÇÙÉÓ Á ÆÅÓÚİÌÔÓïÇ ïÓ ÜÒÁÍ ÉÄěÆİÇÇïÓïÔȟ Á ÔÅÌÊÅÓ ÅÌÌÅÎÜÌÌÜÓÔȟ valamint a pillanatnyi disszÉÐÜÌÔ 

ÔÅÌÊÅÓþÔÍïÎÙÔ ïÓ ÅÎÅÒÇÉÜÔȢ -ÅÇÍÕÔÁÔÔÁÍȟ ÈÏÇÙ Á ËÏÎÄÅÎÚÜÔÏÒÂÁÎ ÔÜÒÏÌÔ ÅÌÅËtromos 

ÅÎÅÒÇÉÜÎÁË ÃÓÁË ÅÇÙ ÒïÓÚÅ ÄÉÓÓÚÉÐÜÌĕÄÉË Á ÓÚÉËÒÁËĘÚÂÅÎȢ ! ÐÉÌÌÁÎÁÔÎÙÉ ÜÒÁÍÂĕÌ ÓÚÜÍÏÌÔ 

ɉÄÉÓÓÚÉÐÜÌÔɊ ÓÚÉËÒÁ ÅÎÅÒÇÉÁ ïÓ Á ÔÜÒÏÌÔ ÅÎÅÒÇÉÁ ÁÒÜÎÙÁ ψπϷ ËĘÒİÌ ÖÏÌÔ ÁÚ ÜÌÔÁÌÁÍ ÖÉÚÓÇÜÌÔ 

ÇÅÎÅÒÜÔÏÒÂÁÎ [T1]Ȣ %ÒÅÄÍïÎÙÅÉÍ ÁÚÔ ÂÉÚÏÎÙþÔÊÜËȟ ÈÏÇÙ ÁÚ ÅÌÅËÔÒĕÄÏË ÔĘÍÅÇÆÏÇÙÜÓÁ Á 

ÐÉÌÌÁÎÁÔÎÙÉ ÜÒÁÍÂĕÌ ÓÚÜÍÏÌÔ ÓÚÉËÒÁ ÅÎÅÒÇÉÜÖÁÌ ËÏÒÒÅÌÜÌȟ ÎÅÍ ÐÅÄÉÇ Á ËÏÎÄÅÎÚÜÔÏÒÂÁÎ ÔÜÒÏÌÔ 

ÅÎÅÒÇÉÜÖÁÌȟ ÁÈÏÇÙ ÁÚÔ Á ÓÚÁËÉÒÏÄÁÌÏÍÂÁÎ ÜÌÔÁÌÜÂÁÎ ÆÅÌÔïÔÅÌÅÚÉËȢ HÁ Á ËÉÓİÌïÓÉ ËĘÒ 

ÅÌÅËÔÒÏÍÏÓ ÐÁÒÁÍïÔÅÒÅÉ ɉÅÌÌÅÎÜÌÌÜÓȟ ÉÎÄÕËÔÉÖÉÔÜÓȟ ËÁÐÁÃÉÔÜÓɊ ÜÌÌÁÎÄĕÁË, az ÜÒÁÍÂĕÌ ÓÚÜÍÏÌÔ 

szikra energia ÁÒÜÎÙÏÓ Á ÔÜÒÏÌÔ ÅÎÅÒÇÉÜÖÁÌ. Emiatt egy adott szikra-ÇÅÎÅÒÜÔÏÒÂÁÎ ÍÉÎÄËïÔ 

ÍÅÎÎÙÉÓïÇ ÈÁÓÚÎÜÌÈÁÔĕ ÁÚ ÅÒĕÚÉĕÓ ÆÏÌÙÁÍÁÔ ÌÅþÒÜÓÜÒÁȟ ÖÉÓÚÏÎÔ ÃÓÁË ÁÚ ÜÒÁÍÏÎ ÁÌÁÐÕÌĕ 

ÍÅÎÎÙÉÓïÇ ÈÁÓÚÎÜÌÈÁÔĕ ËİÌĘÎÂĘÚě ÇÅÎÅÒÜÔÏÒÏË ĘÓÓÚÅÈÁÓÏÎÌþÔÜÓÜÒÁ [T4] . 

IV. +ÏÎÔÒÏÌÌÜÌÔ ÓÚÜÍĭ ÓÚÉËÒÁËÉÓİÌïÓnek ɀ ÅÇÙÔěÌ ÔĘÂÂ ÓÚÜÚÅÚÅÒ ÓÚÉËÒÜÉÇ ɀ ËÉÔÅÔÔ ÆïÍ 

ÅÌÅËÔÒĕÄÏË ɉkiemelten .É ïÓ #ÕɊ ÆÅÌİÌÅÔÉ ÍÏÒÆÏÌĕÇÉÜÊÜÎÁË ÖÜÌÔÏÚÜÓÜÔ ÎÙÏÍÏÎ ËĘÖÅÔÖÅ 

megmutattam, hogy a szikra-ÇÅÎÅÒÜÔÏÒÏËÂÁÎ ÁÌËÁÌÍÁÚÏÔÔ ÅÌÅËÔÒĕÄÏË ÆÅÌİÌÅÔÉ 

ÍÏÒÆÏÌĕÇÉÜÊÜÎÁË ÁÎÁÌþÚÉÓïÖÅÌ ÈÁÓÚÎÏÓ ÉÎÆÏÒÍÜÃÉĕË ÎÙÅÒÈÅÔěËȢ -ÅÇÍÕÔÁÔÔÁÍȟ ÈÏÇÙ ÍÜÒ 

ÅÇÙÅÔÌÅÎ ÏÓÚÃÉÌÌÜÌĕ ÓÚÉËÒÁ ɉÁÚ ĭÎȢ ÅÇÙ-ÓÚÉËÒÁɊ ÉÓ ËÏÍÐÌÅØ ÆÅÌİÌÅÔÉ ÍÏÒÆÏÌĕÇÉÜÔ ÈÏÚ ÌïÔÒÅȟ 

ÍÅÌÙÅÔ ÔĘÂÂ ÓÚÜÚ ËÒÜÔÅÒ ÄÏÍÉÎÜÌȟ ïÓ ÍÅÇÊÅÌÅÎÎÅË ĭÎȢ ÈÕÌÌÜÍÏÓ ɉÕÎÄÕÌÜÌÔɊ ïÓ ÄÅÎÄÒÉÔÉËÕÓ 

ÓÔÒÕËÔĭÒÜË ÉÓȢ A ËÒÜÔÅÒÅË ÍïÒÅÔÅ ïÓ ÓÚÜÍÁ ÆİÇÇ Á ÓÚÉËÒÁËĘÚÂÅÎ ÍïÒÈÅÔě ÜÒÁÍ 

ÅÒěÓÓïÇïÔěÌ [T5]Ȣ .ĘÖÅÌÖÅ Á ÓÚÉËÒÜË ÓÚÜÍÜÔ ÁÚ ÅÌÅËÔÒĕÄÏË ËĘÚĘÔÔȟ ÓÚÏÒÏÓÁÎ ÅÌÈÅÌÙÅÚËÅÄěȟ 

ĘÎ-ÒÅÎÄÅÚěÄě mintÜÚÁÔÏË ËÉÁÌÁËÕÌÜÓÜÔ ÆÉÇÙÅÌÔÅÍ ÍÅÇ ÎÉËËÅÌȟ ÁÒÁÎÙ ïÓ ÅÚİÓÔ 

ÅÌÅËÔÒĕÄÏËÏÎ [T6] . %ÒÅÄÍïÎÙÅÉÍ ÁÒÒÁ ÕÔÁÌÎÁËȟ ÈÏÇÙ Á ÓÚÉËÒÁ ÅÎÅÒÇÉÁ ɉÖÁÇÙÉÓ Á 

ÓÚÉËÒÁËĘÚÂÅ ÐÕÍÐÜÌÔ ÅÌÅËÔÒÏÍÏÓ ÅÎÅÒÇÉÁɊ ÄĘÎÔěÅÎ ÁÚ ÅÌÅËÔÒĕÄok anyagÜÎÁË 

ÍÅÇÏÌÖÁÓÚÔÜÓÜÒÁ ïÓ annak ÁÚ ÅÌÅËÔÒĕÄ-ÆÅÌÓÚþÎÅÎ ÔĘÒÔïÎě ÜÔÒÅÎÄÅÚěÄïÓïÒÅ ÆÏÒÄþÔĕÄÉËȟ 

ÍÉÎÄĘÓÓÚÅ ÅÇÙ ËÉÓ ÒïÓÚÅ ÈÁÓÚÎÏÓÕÌ ÁÎÙÁÇÅÌÔÜÖÏÚÜÓÒÁ ïÓ ÅÚÜÌÔÁÌ ÎÁÎÏÒïÓÚÅÃÓËïË 

ËÅÌÔïÓïÒÅ [T5] . 
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V. -ÅÇÖÉÚÓÇÜÌÔÁÍȟ ÈÏÇÙ ÍÉÌÙÅÎ ÈÁÔÜÓÓÁÌ ÖÁÎ Á ÓÚÉËÒÁËÉÓİÌïÓes ÎÁÎÏÒïÓÚÅÃÓËÅ ÇÅÎÅÒÜÔÏÒ Æě 

kontroll -ÐÁÒÁÍïÔÅÒÅÉ ËĘÚİÌ ËÅÔÔěÎÅË ɉÁ ÓÚÉËÒÁËĘÚ ÍïÒÅÔïÎÅË ïÓ Á ÔĘÌÔě ÜÒÁÍ ÅÒěÓÓïÇïÎÅËɊ 

ÖÜÌÔÏÚÔÁÔÜÓÁ ÎÉÔÒÏÇïÎ ÁÔÍÏÓÚÆïÒÜÂÁÎ ÅÌěÜÌÌþÔÏÔÔ ÒïÚ ïÓ ÁÒÁÎÙ ÎÁÎÏÒïÓÚÅÃÓËïË 

ÍïÒÅÔÅÌÏÓÚÌÜÓÜÒÁȢ !ÚÔ ÔÁÌÜÌÔÁÍȟ ÈÏÇÙ Á ÓÚÉËÒÁËĘÚ ÍïÒÅÔïÎÅË ïÓ ÅÚÜÌÔÁÌ Á ÓÚÉËÒÁ 

ÅÎÅÒÇÉÜÊÜÎÁË ÎĘÖÅÌïÓïÖÅÌ ÁÚ ÅÌěÜÌÌþÔÏÔÔ ÒïÓÚÅÃÓËïË ÍïÒÅte maximumot mutat. 

-ÅÇÍÕÔÁÔÔÁÍȟ ÈÏÇÙ ÅÚ Á ÖÉÓÅÌËÅÄïÓ ËÏÒÒÅÌÜÌ Á ÓÚÉËÒÁ ÐÌÁÚÍÁ ÆïÍ ÁÔÏÍÊÁÉȟ ÁÚ ȵÕÔĕÉÚÚÜÓȱ 

ɉÁÆÔÅÒÇÌÏ×Ɋ ÆÜÚÉÓÜÂÁÎ ÍïÒÈÅÔěȟ ÉÎÔÅÇÒÜÌÔ ÅÍÉÓÓÚÉĕÊÜÎÁË ÖÜÌÔÏÚÜÓÜÖÁÌȢ ! ÍÅÇÆÉÇÙÅÌÔ 

ÔÅÎÄÅÎÃÉÜË ÁÒÒÁ ÕÔÁÌÎÁËȟ ÈÏÇÙ Á ÓÚÉËÒÁ ÅÎÅÒÇÉÁ ÅÇÙÓÚÅÒĴ ÎĘÖÅÌïÓïÖÅÌ ÁÚ ÅÇÙÅÔÌÅÎ ÓÚÉËÒÜÖÁÌ 

ÌïÔÒÅÈÏÚÈÁÔĕ ÆïÍ ÁÔÏÍÏË ËÏÎÃÅÎÔÒÜÃÉĕÊÁ ÎÅÍ ÎĘÖÅÌÈÅÔě folyamatosan egy ÁÄÏÔÔ ÓÚÉÎÔ ÆĘÌïȢ 

!Ú ÅÒÅÄÍïÎÙÅËÅÔ Á ÓÚÉËÒÁ ÃÓÁÔÏÒÎÁ ÔÜÇÕÌÜÓÜÎÁË ïÓ ÁÚ ÅÌÅËÔÒĕÄ ÁÎÙÁÇ ÅÒĕÚÉĕÊÜÎÁË Á ÓÚÉËÒÁ 

ÅÎÅÒÇÉÁ ÎĘÖÅÌïÓïÖÅÌ ÊÅÌÅÎÔËÅÚěȟ ÅÇÙÍÜÓÓÁÌ ÅÌÌÅÎÔïÔÅÓ ÈÁÔÜÓÜÖÁÌ ÍÁÇÙÁÒÜÚÔÁÍ [T3] . 
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