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1. Introduction and goals 

Antimicrobial resistance (AMR) allows bacteria to resist the effects of antibiotics, 

posing a risk to public health by making infections harder to treat.1 Two primary mechanisms 

contribute to the development of antibiotic resistance in bacteria: intrinsic mechanism and 

adaptive resistance.2 To tackle AMR, several innovative approaches and non-conventional 

technologies are being developed. (i) new antibiotics with multiple points of action, (ii) 

antibiotic adjuvants, (iii) monoclonal antibodies and phage therapy, (iv) agents that alter 

membrane permeability, among others.3–5 

One promising approach for countering resistance is to target the transmembrane 

electrochemical gradient across bacterial cells, which plays a vital role in various cellular 

processes, including development of resistance.6 The impact of membrane depolarisation by 

antibiotics is well studied.7–10 However, the impact of membrane hyperpolarisation on antibiotic 

susceptibility is not well understood. Recent studies have shown that some inorganic 

compounds and antimicrobial peptides (AMPs) can kill bacteria by hyperpolarising the 

membrane rather than depolarisation.11,12  

AMPs are promising candidate which primarily target the bacterial membrane with 

multiple mechanisms.13 AMPs also frequently synergise with clinically relevant antibiotics; 

Sensitise antibiotic resistant bacteria and the development of resistance against them are 

limited.14–19 Again, studies have shown AMPs in combination with antibiotics often show 

synergism at sub-inhibitory concentrations.20,21 Thus, development of novel peptide-based 

agents which can work at sub-MIC level through membrane hyperpolarisation can be a good 

strategy to decrease antibiotic resistance in multi-drug resistant pathogens when used in 

combination with antibiotics.  

PGLa, an AMP found in the skin of frogs, may be a promising antimicrobial peptide 

that could be used as a starting point for the design of a combination therapy agents.14 It is 

reported that PGLa works by disrupting the integrity of the bacterial membrane through strong 

hydrophobic interactions with lipid components, but at low concentrations it can permeabilize 

the bacterial membrane without forming pores.22,23 This leads us to propose that PGLa 

derivatives with improved properties could potentially disrupt bacterial ion homeostasis and 

membrane potential at sub-inhibitory concentrations, and work as adjuvants to enhance the 

sensitivity of antibiotic-resistant bacteria to conventional antibacterial agents. Furthermore, by 
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introducing β-amino acids into the structure we aimed to reduce hydrophobic stabilisation of 

the helix-membrane interaction in PGLa molecules, which would promote selective ion 

transport through the intact membrane. 

Another key aspect of this research is to determine if modulation of the bacterial 

membrane potential is the underlying mechanism behind the effects of AMPs at sub-inhibitory 

concentrations in general. AMPs have been studied for their membrane lytic mechanisms of 

action above the minimum inhibitory concentration (MIC).24 But these peptides are often 

produced in a diluted environment in nature where it may not be possible to reach the MIC 

level.25 Hence, it is compelling to focus on their action at the sub-MIC level. However, little is 

known about the underlying mechanism and the bacterial response at sub-inhibitory doses. 

Therefore, a study that includes a diverse set of AMPs under identical conditions may aid in 

identifying a possible generalised mechanism at sub-MIC. 

 

Goals 

1. To design and synthesise novel peptidomimetic foldamers to enhance antibiotic activity 

against antibiotic-resistant bacteria and improve resistance to human proteases. We aim to 

achieve this by using sub-inhibitory concentrations of the new foldamers to decrease 

bacterial resistance to antibiotics. Our goal was to investigate the mechanism of action of 

these peptides to determine the validity of our theory regarding membrane potential 

modulation and ion transport activity.  

2. To expand the scope of our membrane potential theory, we set out to investigate 17 diverse 

cationic peptides meeting various criteria, including their structural diversity, clinical 

relevance, and different sources. Our objective was to evaluate the effects of these peptides 

on membrane potential and their abilities to transport both cations and anions under 

consistent experimental conditions. 
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2. Literature background 

2.1. Antimicrobial resistance (AMR) 

AMR, a phenomenon in which microorganisms develop the ability to resist the effects of 

antimicrobials, is a major global health concern. Multi- and pan-drug resistant bacteria have 

made it increasingly difficult to treat infections with antibiotics.1 Bacteria employ two main 

mechanisms for developing resistance against antibiotics: intrinsic resistance, which arises from 

natural immunity through native genes, resulting in low membrane permeability and other 

genetic traits, and adaptive resistance, which occurs due to evolutionary pressure, where 

bacteria that were once sensitive to antibiotics acquire new genetic material through horizontal 

gene transfer (HGT) to develop counterattack mechanisms. Different molecular mechanisms 

include enzymatic degradation or modification, target site alteration, target bypass, decreased 

influx, active efflux, and target protection.2,26 

2.2. Strategies for countering AMR 

The current state of AMR and the challenge of discovering new antibiotics necessitate 

exploring innovative approaches and nonconventional technologies to tackle AMR. Different 

strategies are being employed to overcome AMR are summarised in Figure 14,27. 

Modulation of bacterial membrane permeability by altering membrane potential can be 

an approach to effectively overcome antibiotic resistance. The membrane potential, or 

transmembrane voltage, is the electrical potential difference across a cell membrane. The total 

bacterial transmembrane potential is the sum of several potential sources explained by models, 

including the Goldman-Hodgkin-Katz (GHK) model, the Donnan potential, the Nernst potential 

and the Ohki solution.6 Ions such as potassium, sodium, phosphate and chloride are crucial for 

maintaining bacterial homeostasis. Research has shown that the bacterial membrane potential 

is crucial for important cellular processes such as membrane transport, motility, cell division, 

electrical communication, ATP synthesis, and pH homeostasis.28–34 Interestingly, disruption of 

the membrane potential is believed to have a crucial role in the lethality induced by antibiotics.35 

One class of agents that can be utilised to target the membrane potential are AMPs. 
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Figure 1: Strategies to counter antibiotic resistance. 

2.3. Antimicrobial peptides (AMPs) 

Antimicrobial peptides have multifaceted nature and are generated by all forms of complex 

animals, insects, and plants as a part of their defence mechanism against infections.36 These 

small cationic amphipathic peptides exhibit moderate effectiveness against a wide range of 

microorganisms.37 Recent studies have shown that AMPs possess potential not only as 

antimicrobials but also as antibiofilm, immunomodulatory, and anti-inflammatory agents. Thus, 

to encompass other activities, these are often referred to as "Host Defence Peptides" 

(HDPs).13,38,39   

2.3.1. Classification 

Due to the diverse nature, AMPs can be classified into several categories based on different 

aspects.40 In the aspect of source, AMPs can be derived from natural sources and synthetic 

sources. Data repository of antimicrobial peptides (DRAMP) contains 6105 entries of natural 

and synthetic peptides.41 Secondary structure wise, they can be classified in α-helix (magainin, 

PGLa, LL37) β- sheet (Protegrins, Tachyplesins), both α-helix and β-sheet (α1-purothionin), 

disordered peptides (Indolicidin) (Figure 2). Activity-wise, they can be classified as 

antibacterial, antiviral, antifungal, antiparasitic, anti-human immunodeficiency virus (HIV) and 
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antitumour peptides etc. according to another popular data base called APD3.42 Depending on 

the nature of the study, other categories are also mentioned such as anionic / neutral peptides, 

glycopeptides, cyclic peptides.43–46 For this current work, we are highlighting natural and some 

synthetic classes specifically α/β – peptides. 

 

Figure 2: Examples of natural cationic AMPs with different secondary structures. 

Most naturally isolated peptides are typically small cationic amphipathic peptides with 

fewer than 50 amino acids and a net positive charge of +2 to +9 at physiological pH.13 It is 

notable that more than 2,600 natural peptides with highly diverse sequences and structures have 

been identified.42 Natural AMPs can be formed through ribosomal and non-ribosomal peptide 

synthesis. Most living organisms produce peptides by ribosomal synthesis. However, in 

microbes, non-ribosomally synthesised peptides can also undergo post-translational / 

cotranslational modifications. AMPs derived from non-ribosomal synthesis show greater 

diversity.47,48 These modifications may result in improved target recognition and stability, 

sometimes enhancing their functionality compared to animal-derived ribosomal peptides. These 

peptides are classified as bacteriocins in recent reviews.49 Defensins and cathelicidins are the 

two primary groups of AMPs in vertebrates. β-defensins found in all vertebrates and produced 

mainly in epithelial cells, while α-defensins are produced mainly in neutrophils. Cathelicidins 

are α-helical, amphipathic, and cationic peptides that interact with bacterial membranes, 

controlling the inflammatory response. Other AMPs, such as histatins and magainin 2, are being 

studied as antibiotic substitutes. Innate defence mechanisms in plants, fungi, and invertebrates 

also rely on AMPs, which have distinct secondary structures. Plants produce many 
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antimicrobial peptides with diverse functions due to gene duplication and evolution, converging 

with mammalian defensins. Natural AMPs have diverse structures and show promise as 

antimicrobials, but they are constrained by limitations such as degradation by proteases, 

potential toxicity to mammalian cells, and high production costs. To overcome these challenges, 

various chemical modifications have been made to both natural and synthetic AMPs to increase 

their antimicrobial potency and reduce their vulnerability to proteolysis. Modifications include 

substitution of amino acid residues, acetylation and amidation of N- and C-terminal, cyclisation, 

PEGylation, lipidation, creation of hybrid peptides and addition of unnatural amino acids like 

β-form, d-form etc.50 

β-peptides are the most researched type of foldamers, synthetic oligomers that tend to form 

well-defined structures.51 They are designed to mimic biopolymers in structure and function, 

making them a promising option for biopharmaceuticals.52 Incorporating unnatural β-amino 

acids into the α-peptide backbone increases its resistance to proteolysis.53 Insertion of a single 

methylene group α-amino acid leads to β-amino acid. These offer greater diversity due to the 

additional substitution position and stereogenic centre.54 The substitution pattern of the 

monomers determines whether they are classified as β2-, β3-, and β2,3-amino acids (Figure 3). 

Cα and Cβ atoms have the potential to be in a cycloalkane or heterocyclic ring, resulting in 

decreased conformational flexibility and increased stability of a specific secondary structure. 

Both cycloalkane and heterocyclic rings stabilise a given secondary structure. In addition to 

pure β-peptides, α/β-peptide foldamers can be synthesised by combining β-amino acids with α-

peptide chain in a specific pattern (ααβ, αααβ, ααβαααβ), preserving α-helical conformation 

while protecting against degradation.55 

 

Figure 3: Substitutional pattern of the different β-peptides. 
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2.3.2. Mechanism of action 

To effectively design new AMP therapeutics, it is crucial to understand their mechanisms 

of action. Research on these peptides has long been centred on their ability to kill bacteria by 

rupturing or leaking the membranes, which causes cell lysis and death. The precise mechanism 

by which AMPs damage membranes, including transmembrane pore or nonpore mechanisms, 

and the effect of peptide concentration on bilayer integrity have been debated by experts in the 

area. The possibility of ion channel formation by AMPs mechanisms is also discussed. Another 

broader area of effects of AMPs is the immune modulation ability which has gained a lot of 

attention lately. It is plausible that AMPs use multiple modes of action simultaneously in 

various situations.56 

 

2.3.2.1.  Membrane disruption/ depolarisation 

AMPs disrupt membranes through differences in the composition of host and pathogen 

membranes. Mammalian cells have neutral phospholipids, whereas bacterial membranes have 

negatively charged phospholipids such as phosphatidylserine and cardiolipin. Gram-positive 

bacteria have negatively charged teichoic acid and Gram-negative bacteria have negatively 

charged LPS on their outer membrane. This negative charge on bacterial surfaces causes 

electrostatic binding with cationic peptides.56 While some AMPs are cationic, allowing them to 

exploit the negative charge of bacterial surfaces through electrostatic attraction, others are 

anionic and rely on hydrophobicity, positively charged N-terminus to interact with the 

membrane or by membrane transporter protein.57–59 Most AMPs are also amphipathic, allowing 

them to interact with the membrane by balancing polar and hydrophobic residues.60 The peptide 

to lipid ratio on the cell surface increases either to charge or membrane component interaction, 

and when a threshold concentration is attained, peptides usually insert into the hydrophobic 

membrane.61 After initial interaction, AMPs can cause membrane disruption through four 

mechanisms based on studies of model membranes: barrel-stave, toroidal, carpet, or aggregates 

(Figure 4).62 In the barrel-stave model (a variation of the aggregate model), the peptides act as 

staves and vertically insert themselves into the membrane as a pore, disrupting its structure. The 

toroidal model forms a pore like the barrel-stave model, but the peptides cause local membrane 

thinning and curvature, disrupting the membrane. In the carpet model, peptides cover the 

negatively charged membrane on the basis of electrostatic attraction, and the membrane above 
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the threshold concentration ruptures in a detergent-like manner forming peptide-lipid micelles. 

In the aggregate model, peptides form transient and leaky aggregate structures to reach 

intercellular targets. 

 

Figure 4: Summary the reported mechanism of AMPs.63 

2.3.2.2.  Ion channel formation 

The ability of peptides to form ion channels has been recognised for a long time, beginning 

with the discovery of alamethicin. Over the years, several peptides have been found to form 

cation or anion or both type of channels. In many studies, K+ efflux is described as loss of 

membrane integrity. In contrast, other studies suggested that peptides can transport ions without 

creating non-selective pores. Gramicidins are short polypeptides produced by Bacillus brevis 

that are well known to form ion channels by dimerising to form an unusual β-helix nanopore 

that spans the membrane. This allows monovalent cations such as Na+ and K+ to freely diffuse 

through, leading to membrane depolarisation, osmotic swelling, and cell lysis.64,65 

Valinomycin, 36-membered cyclododecadepsipeptide, composed of alternating peptide and 

ester linkages, creating a hydrophobic surface and a polar cavity that can coordinate with one 
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K+, forming a valinomycin-K+ complex that incorporates into biological bilayer membranes, 

transporting K+ through the membrane and dissipating the membrane potential, ultimately 

killing cells.66 Recent study demonstrated that valinomycin–K+ complex creates an ion pair 

with anions with low solvation energies like ClO4
-, this makes it easy for the ion pair to enter 

the hydrophobic region of the bilayer transporting the cation across the membrane.67 Other 

peptides have been compared to these two models to explain their mechanism of action. On the 

other hand, there are reports that mention the formation of oligomers in the lipid membrane that 

form a complex channel structure.68 Considering the complex structure and selectivity of the 

ions, a study exploring the similarities of these peptide channels to existing bacteria, such as 

the Ksca channel mechanism, could be useful. Table 1 lists some studies that report peptides 

with ion channel activity. 
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Table 1: List of reported ion channel activity by AMPs. 

Peptide Channel type Membrane type Method 

Magainin Anion POPC:DOPE planer lipid bilayer. Patch-clamp.69 

Tachyplesin 1 Potassium Staphylococcus aureus and 

Escherichia coli. 

Potassium electrode.70 

Protegin 1 Potassium Escherichia coli and methicillin-

resistant Staphylococcus aureus. 

Potassium electrode.71 

Both cation and 

anion 

Planer membrane; POPC/POPG 

vesicles. 

Voltage clamps with Ag/AgCl 

electrodes; potassium micro 

electrode.72 

Anion Xenopus laevis oocytes. Double-electrode voltage 

clamp.73 

DOPS/POPE; 

DOPS/DOPE and DOPS/POPE 

Planar Lipid Bilayers. 

MD simulation; Voltage-

clamp.68 

Gramicidin Potassium Staphylococcus aureus and 

Escherichia coli. 

Potassium electrode.74 

Defensins Voltage 

dependent 

weekly anionic 

Soybean phosphatidylethanolamine, 

soybean phosphatidylcholine, and 

bovine phosphatidylserine planer 

bilayer. 

Ag/AgCl electrodes.75 

Melittin Potassium Staphylococcus aureus and 

Escherichia coli. 

Potassium electrode.74 

Histatin 5 Potassium Yeast cells Candida albicans. Atomic absorption 

spectroscopy.76 

Synthetic NP108 Potassium Escherichia coli. Atomic absorption 

spectroscopy.77 

Plicatamide Potassium/ 

Selective cation 

Staphylococcus aureus; 

Planer lipid bilayer membrane from 

Escherichia coli lipids. 

Potassium electrode; Voltage 

clamps.78 

SMAP-29 Potassium Escherichia coli and methicillin-

resistant Staphylococcus aureus. 

Potassium electrode.71 

HP (2–20) Potassium Candida albicans. Inductively coupled plasma 

mass spectrometer.79 

Aurein 2.2 and 2.3 Cation Bacillus subtilis; 

DPPG/DPPE vesicles. 

Inductively coupled plasma 

atomic emission spectroscopy; 

Fluorescence measurement 

with pH-sensitive dye 

pyranine.80 

Tritrpticin Potassium/ 

Selective cation 

Planar lipid bilayers formed from 

azolectin or from DPhPC. 

Voltage-clamp.81 

Cecropin A Potassium Staphylococcus aureus and 

Escherichia coli. 

Potassium electrode.74 

ORB 1 Anion selective DOPG/DOPE vesicles. Fluorescence-based 

transmembrane transport 

assays using lucigenin and 

HPTS.82 

Carnocyclin A Anion selective POPE: POPS: POPC planer 

membrane; CclA liposomes. 

Ag/AgCl electrode.83 

Cryptdin 3 Anion selective Cytoplasmic membranes of human 

embryonic kidney cells. 

Inside-out patch-clamp.84 

Gaegurin 4 Slightly 

potassium 

selective 

PE:PC or PE:PS planar lipid bilayer. Voltage-clamps.85 
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2.3.2.3.  Intracellular targets 

In addition to gross damage to the bacterial membrane, AMPs have also been reported 

to target DNA; RNA; protein biosynthesis and metabolism; protein folding; cell wall 

biosynthesis; cell division; proteases, etc.86 Buforin II, a 21-amino acid fragment, can permeate 

the membrane of E. coli without causing cell lysis. It interferes with DNA and RNA metabolism 

by binding to nucleic acids.87 Indolicidin targets DNA, crosslinks with single or double-

stranded DNA, and inactivates DNA topoisomerase I, inhibiting DNA replication and 

transcription.88 Tachyplesin with antiparallel β-sheet structure binds to the minor groove of 

DNA duplex.89 AMPs such as Bac7, Pleurocidin, PR-39 and CP10A inhibit bacterial cell 

growth by interfering with ribosomes, DNA and RNA synthesis.90–92 A group of proline-rich 

AMPs from insects, such as pyrrhocoricin, apidaecin and drosocin, can inhibit bacterial growth 

by interrupting the protein folding pathway.93,94 The human α-defensin 5 (HD5) can enter the 

cytosol of bacteria and induce multiple cellular damage, including elongation and clumping of 

cells.95 Mersacidin interfere with cell wall biosynthesis via targeting the peptidoglycan 

biosynthesis pathway.96,97 

2.3.2.4.  Immune modulation 

AMPs are also known to play an important role in interacting with the host immune 

system to modulate the inflammatory response. Early studies on AMPs focused on its 

nonmicrobicidal properties and its effects on immune cells, particularly its ability to recruit 

leukocytes.98 But new studies reveal a diverse range of functions which appear to be influenced 

by various factors such as the environment, cell and tissue type, and AMP concentration. The 

molecular mechanisms underlying the ability of AMPs to modulate the immune system are 

complex and involve various cellular receptors, intracellular interacting proteins and signalling 

pathways, and transcription factors.13 AMPs are known to recruit immune cells such as 

neutrophils, macrophages, mast cells, and T cells and also indirectly promote leukocyte 

recruitment by inducing the release of chemokines.99–101 Some natural AMPs have been shown 

to neutralise inflammation caused by LPS in in vitro and in vivo models.102 Polymyxins are 

cationic lipopeptides that can modulate inflammatory cytokines by directly binding to LPS.103 

Further research is needed to fully understand the mechanisms behind the selective ability of 

AMP to modulate the immune system and protect against infections, resolve inflammation and 

maintain immune homeostasis. 
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2.3.3. Systems for studying membrane activity 

To understand the membrane activity of the peptides, (i) synthetic unilamellar bilayers 

(i.e., one bilayer) such as small unilamellar vesicles (SUVs), large unilamellar vesicles (LUVs), 

giant unilamellar vesicles (GUVs) and planar supported bilayers; (ii) molecular dynamics 

simulations studying peptide-membrane interactions; (iii) biological membrane systems are 

utilised.24  

LUVs are the most commonly used artificial membrane structures that can be 

manipulated to more closely resemble biological membranes by adding specific lipids. LUVs 

are used to study membrane permeabilising peptides in a controlled and reproducible way, 

making them an excellent model for studying physicochemical properties that are difficult to 

observe in biological systems or with molecular dynamics. The most widely used methods for 

measuring the permeabilisation of LUVs involve leakage assays, which can be tested using 

light scattering, electron spin resonance, or fluorescence spectroscopy, as well as nuclear 

magnetic resonance and other methods. Carboxyfluorescein dyes are used to quantify their 

direct leakage from LUVs, while potential-sensitive dyes such as 3,3'-

diethylthiadicarbocyanine iodide [DiSC2(5)] are used to gauge the movement of ions such as 

K+.104,105 In the study of how peptides interact with planar bilayers, various electrodes are used 

to monitor voltage changes, while atomic force microscopy (AFM) is used to visualise 

membrane rearrangement and pores.106,107 Electrochemical impedance spectroscopy (EIS) can 

provide measurements of bilayer electrical properties, resistance, and capacitance, as well as 

monitor the permeability of a membrane to small ions such as Na+, K+ and Cl-.108 

To understand the permeabilisation properties of biological membranes, a direct 

measurement of bacterial membrane permeabilisation is necessary, as biophysical membranes 

cannot fully recreate these properties. The leakage of polar compounds or proteins out of the 

cell or the entry of polar compounds into the cell can be used to measure the permeabilisation 

of the bacterial membrane. The N-phenyl-l-N-naphthylamine (NPN) uptake assay and the O-

nitrophenyl-3-d-galactoside (ONPG) influx method can quantify the permeabilisation of the 

outer and inner membrane of Gram-negative bacteria, respectively. Disruption of ion gradients 

across bacterial membranes can be measured using sensitive dyes with.109 Various peptides 

have been studied using broth dilution, radial diffusion, haemolysis, NPN uptake, ONPG influx 

assays, and electron microscopy.22,110–112 
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2.3.4. Advantages of AMPs 

2.3.4.1.  The therapeutic potential of AMPs 

Due to their broad-spectrum bactericidal, wound healing, antibiofilm, and angiogenesis 

capabilities, AMPs have been recognised as possible therapeutic agents for a variety of 

infections.113 Many peptide-based therapeutics are currently in clinical trials aimed primarily at 

treating infections such as respiratory tract, oral, and catheter-related infections, and for wound 

healing.41 AMPs have been successfully used to heal infected wounds in in vitro and animal 

models. For example, in a mouse model, the new DRGN-1 peptide, which was created from the 

plasma of a Komodo dragon, demonstrated considerable inhibition of mixed-species biofilms 

and enhanced wound healing.114 It has been demonstrated that the horseshoe crab-derived 

substance tachyplesin 3 has been shown to improve phagocytic activity in vitro and reduces 

drug resistant bacterial counts and levels of pro-inflammatory cytokines in mice.115 Some 

AMPs are also in the clinical trial phase. For the treatment of ventilator-associated bacterial 

pneumonia, murepavadin, a peptidomimetic based on the cationic AMP protegrin 1, has 

successfully completed phase 2 clinical trials. A high amount of bactericidal activity against 

oral infections and biofilm elimination abilities have been demonstrated by the synthetic 

cationic AMP Nal-P-113.116 

2.3.4.2.  Synergism with antibiotics 

Combination chemotherapy is often favoured in the treatment of complex infections 

over the use of a single antibiotic due to its reduced likelihood of drug resistance. This is because 

multiple antibiotics simultaneously target the infection in different pathways, making it more 

effective and slower to develop resistance. Studies have summarised the beneficial interactions 

between AMPs and conventional antibiotics, with natural and synthetic peptides.117,118 

Rifampicin and imipenem are the most commonly used antibiotics in combination with AMPs. 

Nisin, LL-37, HBD and their variants are evaluated and optimised mainly from the AMP side. 

Synergy between AMPs and antibiotics extends the duration of use of conventional antibiotics, 

enhances their selectivity, and reduces dosage, limiting side effects and toxicity, and curbing 

the spread of infections.119 Coordination of bacterial strains, AMPs, and antibiotics is necessary 

for synergy to occur, with AMPs with strong membrane activity (such PG-1 and HBD-3) having 
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high synergy with antibiotics that have intracellular targets (such as amikacin and 

azithromycin).20 

The mechanism behind the synergistic effects between AMPs and antibiotics mainly 

involves changing the permeability of the bacterial cell membrane, allowing antibiotics to 

access and interact with their intracellular targets. AMPs can interfere with the composition and 

function of the bacterial cell membrane, increasing its permeability to antibiotics and making it 

more sensitive to their effects.20 Some AMPs target lipopolysaccharides (LPS) in the outer 

membrane of Gram-negative bacteria, destabilising its structure and leading to the death of the 

bacteria.119–121 AMPs can also inhibit the metabolic pathways of bacteria, blocking the activity 

of DNA polymerase, ATP-dependent enzymes, and protein, RNA, and DNA synthesis 

processes.122,123 Some AMPs inhibit enzymes belonging to both classes of aminoglycoside 

phosphotransferase and aminoglycoside acetyltransferase, which phosphorylate 

aminoglycoside antibiotics.124 AMPs can also hinder bacterial cell wall synthesis and block 

bacterial efflux pumps, promoting the accumulation of antibiotics in the cell.125–127 

2.3.4.3.  Synergism with other AMPs 

Synergy between AMPs is a naturally occurring phenomenon that can result in 

antibacterial, antitumor, and immunomodulatory effects.128,129 The combined effects of the 

numerous AMPs found in both animals and plants increase the bactericidal efficacy and broaden 

the antimicrobial spectrum.130 Synergy can be mediated by different peptides in the same 

geographical area.131 One of the most studied pair of peptides is PGLa and Magainin 2, 

belonging to the same magainin family.132,133 These peptides demonstrated potent synergistic 

antimicrobial effects on modified reverse-osmosis membranes, inhibiting P. aeruginosa growth 

and delaying biofilm formation. This can be useful in preventing the formation of biofilms on 

surfaces and can improve the performance of medical devices, reducing the risk of hospital-

acquired infections. 

The synergistic effects of AMPs have also been confirmed among peptides derived from 

different species.134 There is a synergy between bacteriocins and AMPs in mammals. The 

growth inhibitory potency of eukaryotic AMPs pleurocidin against E. coli was increased 

approximately four times when combined with prokaryotic AMPs, pediocin PA-1, sakacin P, 
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and curvacin A at the nanomolar level, indicating that these AMPs function highly 

synergistically with pleurocidin.135 

2.3.5. Sub-MIC activity of AMPs 

The impact of subinhibitory concentrations of AMPs on bacterial cell physiology is most 

under-investigated. In many cases, it can be challenging to reach the bactericidal or fungicidal 

concentrations necessary for an effective response, since AMPs are frequently diluted in the 

surrounding environment.25 The effects of conventional antibiotics at subinhibitory 

concentrations have been well studied and have been shown to trigger unexpected responses 

from bacterial populations. The sub-MIC effects of AMPs are understudied. However, existing 

studies indicate numerous positive impacts of sub-MIC AMPs such as inhibition of biofilm 

formation in Gram-negative bacteria such as S. aureus by LL37, Indolicidin, Bovicin HC5, 

Subtilosin and Nisin;136–140 disruption of anionic lipid structure in ExPortal, impacting cysteine 

protease and cytolysin secretion Polymyxin B and HNP-1;141,142 reduction of TSS toxin-1 

production by Hg-1,2 and cyclic dipeptides cyclo(l-Phe-l-Pro). Again, they also have 

synergistic effects with antibiotics (discussed in Section 2.5.2).143,144 However, negative effects 

have also been reported in some cases.145–147 

The effects of AMPs on microorganisms are complex and non-linear. The lack of 

understanding of the triggering mechanisms behind sub-MIC effects makes it challenging to 

predict the response. The permeabilisation of the bacterial membrane by peptides are a 

commonly reported effect in studies. At subinhibitory concentrations, AMPs often caused 

hyperpolarisation of the membrane in contrast to the widely believed depolarisation 

mechanism. Table 2 summarises the reports of AMPs causing hyperpolarisation. TP4 caused 

both hyperpolarisation and membrane potential depolarisation in Pseudomonas aeruginosa, 

while AMPs such as GW-Q6 and SNAPPs caused transient hyperpolarisation. The alteration in 

the mechanism of action from nonlytic / membrane hyperpolarisation to membrane 

disruption/depolarisation was observed in the Chex-Arg20 monomer due to its dimerisation and 

tetramerisation. However, other effects and mechanisms are likely to be involved, such as 

intracellular targets and gene regulation. Understanding these factors is limited. To fully harness 

the therapeutic potential of antimicrobial peptides, it is crucial to investigate their nonlethal 

impacts on microorganisms' physiology and behaviour, in addition to exploring their lethal 

mechanisms. 
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Table 2: List of reported hyperpolarisation incidents by peptide. 

Peptide Membrane type Method 

Guavanin 2 Escherichia coli Flow cytometry with membrane potential-

sensitive fluorescent probe DiSC3(5).11 

TP4 Pseudomonas aeruginosa Membrane potential-sensitive fluorescent probe 

DiSC3(5).12 

Chex-Arg20 Escherichia coli Flow cytometry with membrane potential-

sensitive fluorescent probe DiOC2.148 

GW-Q6 Pseudomonas aeruginosa Membrane potential-sensitive fluorescent probe 

DiSC3(5).149 

Synthetic peptide RP-1 Salmonella typhimurium Flow cytometry with membrane potential-

sensitive dye DiOC5.150 

Plant defensin Rs-AFP2 Neurospora crassa Intracellular microelectrodes.151 

HJH-1 Erythrocyte membrane membrane potential-sensitive dye DiBAC4(3).152 

SNAPPs Escherichia coli Flow cytometry with membrane potential-

sensitive dye DiOC2(3).153 
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3. Experimental methods 

3.1. Synthesis and purification of Peptides  

Peptide Glycine-Leucine (PGL), Cecropin P1 (CP1), LL-37 cathelicidin (LL37), R8 (R8), 

Indolicidin (IND) were purchased from ProteoGenix. The rest of the peptides were synthesised 

in the lab.  

The peptides PGLb1, PGLb2 and PGLb3 were synthesised using the solid phase peptide 

synthesis (SPPS) method and manual Fmoc chemistry. The synthesis was performed using 

Tentagel R RAM resin as the solid support and COMU as the coupling reagent. The coupling 

duration for alpha residues was 90 minutes with a 5-equivalent amino acid excess, and for β-

residues was 180 minutes with a 3-equivalent excess. The other peptides were synthesised using 

an automatic Liberty Blue synthesiser, with Tentagel R RAM or Wang resin as solid support, 

depending on the type of C-terminal. The deprotection solution used was 10% piperazine in N-

Methyl-2-pyrrolidone (NMP), with N,N'-Diisopropylcarbodiimide (DIC) as activator and Ethyl 

cyanohydroxyimino acetate (Oxyma) as activator base. 

Following synthesis, the cleavage reagent containing a mixture of trifluoroacetic acid 

(TFA)/water/DL-dithiothreitol (DTT)/triisopropylsilane (TIS) (90 : 5 : 2.5 : 2.5) was used to 

cleave the peptides for 3 hours. The TFA was then removed through vacuum drying and 

precipitation in ice-cold diethyl ether. The resin was washed with acetic acid and water, filtered 

and lyophilized to obtain the peptides in powder form. Purification was performed using RP-

HPLC on a C18 column (Phenomenex Luna, 250 × 10 mm) using a gradient from 0% to 60% 

over 80 minutes, with a flow rate of 4 mL/min. The eluents A and B used were water (containing 

0.1% TFA) and acetonitrile (0.1% TFA) respectively. The purity was confirmed by RP-HPLC 

and electrospray ionisation mass spectrometry (ESI-MS) measurements using a C18 column 

(3.6 µm Aries peptide, 250 × 4.6 mm) and a gradient from 5% to 80% over 15 minutes, with a 

flow rate of 0.7 mL/min. The eluents A and B used were water (containing 0.1% HCOOH) and 

acetonitrile (0.1% HCOOH) respectively. 

3.2. Oxidation of peptides with β-sheet secondary structure 

The reduced purified peptide powder was dissolved in a 20 mM ammonium acetate 

solution with a concentration of 100 µg/mL. The pH was adjusted to 7.4 using NaOH. The 

solution was placed in a glass vial with the lid open for 48 hours to allow oxidation in air. The 

completion of the oxidation process was confirmed using HPLC-MS. The peptide was then 
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purified and lyophilised. The desired formation of disulphide bonds was identified using trypsin 

and chymotrypsin digestion methods. 

3.3. Digestion by trypsin and chymotrypsin 

The peptide was dissolved in a 100 mM Tris HCl buffer containing 10 mM CaCl2, with 

a pH of 7.8. A stock solution of 1 mg/mL enzyme stock was prepared in a 1 mM HCl buffer 

containing 2 mM CaCl2. The appropriate amount of enzyme solution was added to the peptide 

solution, resulting in a trypsin-to-peptide ratio of 1:20 and a chymotrypsin-to-peptide ratio of 

1:60. The mixture was placed in a glass vial on a shaker for 24 hours at 25 °C. The samples 

were taken at various time points and digestion was stopped by adjusting the pH to 2.0 with 

10% trifluoroacetic acid. 

3.4. Circular Dichroism (CD) Measurements 

The CD spectra of all peptides were analysed using a Jasco J-1100 CD spectrometer. 

Using a 1 mm quartz cuvette, a scanning rate of 100 nm/min, and 5 accumulations, the 

measurement was carried out spanning the wavelength range of 260 to 190 nm. A 100 μM 

peptide stock solution was made in 10 mM Na-phosphate buffer with a pH of 7.2. The LUVs 

were made the same way as stated in the LUV preparation section, except in 10 mM Na-

phosphate buffer without NaCl and with a pH of 7.2. The baseline of solvent was removed from 

the obtained spectra in both cases of presence or absence of 1 mM LUVs. 

3.5. Preparation of large unilamellar vesicles (LUVs) 

20 mM LUVs were prepared by mixing 7:3 molar ratio of 1,2-dioleoyl-sn-glycero-3-

phosphocholine (DOPC) and 1,2-dioleoyl-sn-glycero-3-phospho-(1'-rac-glycerol) (DOPG) 

from chloroform stocks in a round-bottom flask. The mixture was purged with nitrogen gas for 

20 minutes to form a thin lipid film, which was then dried for 5 minutes using hot air to remove 

any residual solvents. The film was hydrated with 20 mM HEPES buffer (pH 7.2) containing 

100 mM NaCl or NaH2PO4 for 1 hour, then kept overnight at 4 °C for the formation of 

multilamellar vesicles. The vesicles underwent 12 freeze-thaw cycles and were extruded 

through a 200 nm pore size extruder [Albet Lifesciences] for 12 repetitions. Unencapsulated 

NaCl or NaH2PO4 was removed by dialysis with 20 mM HEPES buffer (pH 7.2) containing 

100 mM KCl or NaNO3 or NaH2PO4. The final volume was adjusted to the dialysis buffer and 

the lipid concentration was determined by a colorimetric assay.154 
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The mean particle size and polydispersity index (PDI) of the LUVs were analysed using 

dynamic light scattering (DLS) method with a zetasizer instrument from Malvern Instruments 

located in Worcestershire, UK. The 20 mM liposome suspension was diluted to 1:14 with 20 

mM HEPES buffer, pH 7.2, containing either 100 mM NaNO3 or KCl at 37°C, and scanned in 

1 cm disposable cuvettes. The zetasizer software was used to analyse the data. 

3.6. NMR measurements 

A Bruker Ascend 500 spectrometer with a 5 mm BBO Prodigy Probe was used to record 

the NMR spectra for the ion transport study at a temperature of 310 K. To carry out the 23Na 

NMR, 0.5 μL of 1M Dy(PPP)2
7- was added to 500 μL of 20 mM LUVs with NaCl (inside) and 

KCl (outside), as the shift reagent. The 23Na NMR was run at 132.3124 MHz with a spectral 

width of 9,091 Hz, 64 data points, and a relaxation delay of 0.1 s. A 90-degree pulse of 10 μs 

was used. For the 35Cl NMR, 2 μL of 1M Co(NO3)2 was added to 500 μL of LUVs with NaCl 

inside and NaNO3 outside, as the shift reagent. The 35Cl NMR was run at 49.0091 MHz with a 

spectral width of 10,000 Hz, 3000 data points, and a relaxation delay of 0.1 s. A 90-degree pulse 

of 20 μs was used. For the 31P NMR, 500 μL of 20 mM LUVs with NaH2PO4 inside and NaCl 

outside was used. The 31P NMR was run at 202.474 MHz with a spectral width of 404 Hz, 

65536 data points, and a relaxation delay of 0.1 s. A 90-degree pulse of 12 μs was used. 

3.7. Membrane polarisation in LUV model 

Optima Fluostar plate reader was used for conducting the fluorescence measurements. 

0.2 mM LUVs containing 100 mM NaCl (inside) and 100 mM NaCl or 100 mM KCl or 100 

mM NaH2PO4 or 100 mM NaNO3 (outside) was used. 1 mg/mL ethanol stock of oxonol VI dye 

was freshly diluted with the same buffer to maintain a concentration of 0.45 µM in final plate. 

The excitation and emission wavelength were set to 580 nm and 640 nm respectively with a slit 

width of 10 nm. Aliquots of 290 µL of the mixture of LUVs and oxonol VI dye were added to 

Nunc 96-well transparent flat-bottom plates, with three replicates. After the fluorescence 

stabilized, 10 µL of peptide stock solution was added to each well using a multi-channel pipette. 

10 µL buffer was used for the outside background. All measurements were conducted at 37 0C. 

The fluorescence intensity was normalized as (F - F0)/F0, where F is the average intensity of the 

peptides and F0 is the average intensity of the buffer cells.  
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4. Results and discussion 

4.1. Designer peptidomimetic foldamers for adjuvant therapy 

Adjuvant therapy has been proposed as a promising strategy to overcome antibiotic 

resistance. AMPs are one promising class of agents which can be used as adjuvants as these 

have been shown to enhance the effectiveness of antibiotics against resistant microorganisms 

and they are reported to target bacteria with multiple mechanisms. But the low metabolic 

stability due to sensitivity to proteolytic degradation, cytotoxicity limits their utilisation.155 

One strategy for improving the efficacy of AMPs is to modify their structure.156 

Research has shown that structurally modifying AMPs can increase their synergy with 

conventional antibiotics.157,158 Modification such as incorporation of unnatural β-amino acids 

into the natural α-peptide backbone of AMPs in specific pattern can preserve the helical 

structure but reduce the stronger hydrophobic interaction at the same time. On the other hand, 

β-amino acids significantly improve their stability against proteolytic activity.159 PGLa has 

been found to exhibit synergy with other antibiotics and has been associated with widespread 

collateral sensitivity.14,132 This makes it an excellent choice for optimisation for adjuvant 

therapy. 

4.1.1. Rational design of PGLa analogues 

Three analogues of PGLa were designed based on molecular dynamics (MD) 

simulations performed by Dr. Balázs Jojart and Lukács Németh. Main finding of the study was 

that PGLa can be divided into three main regions when it interacts with the membrane: (i) 

cationic face - fully solvated residues with mostly basic side chains, (ii) Ala face - fully 

desolvated hydrophobic residues that make close contacts with the interior of the bacterial 

membrane, and (iii) partially solvated face - partially solvated hydrophobic residues. Our goal 

was to modify the backbone of PGLa to reduce the density of side chains along the hydrophobic 

sides of the helix to promote ion transport phenomenon while maintaining the helical structure 

of PGLa, which is essential for its interaction with the membrane.160 It is known that replacing 

α-amino acids with β-amino acids evenly along the heptad repeat pattern of α-helices maintains 

the helical structure,161 while replacing α-amino acids with β-amino acids at residues in close 

contact with the target disrupts the interaction.162 Backbone homologation approach is reported 

for foldameric AMPs with tunable and enhanced characteristics.159,163,164 Thus, we developed 
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and synthesized backbone homologated sequences, PGLb1 (cationic face), PGLb2 (partially 

solvated face) and PGLb3 (hydrophobic face) (Figure 5). 

 

Figure 5: PGLa and the designed foldamers analogues. (a) The sequence of PGLa. (b) different solvation states 

of PGLa helix. Dash line represents the membrane outer layer (c) Modification positions (homologous  → 3 

amino acid replacements marked by red colour): PGLb1, PGLb2, and PGLb3. 

We then performed CD spectroscopy to evaluate whether these molecules still had the 

ability to form a helix upon interaction with a membrane. CD spectra of each molecule was 

measured in the presence and absence of DOPC/DOPG LUVs, which are frequently used as 

models for mimicking biological membranes.165 In absence of LUVs, all peptide sequences 

displayed a random coil curve (Figure 6a). When 1 mM LUVs were added, PGLa displayed the 

typical CD curve for α-helix molecules, whereas PGLa analogues showed a change from a U-

shaped CD fingerprint to a cotton-effect with a negative lobe at around 205 nm, indicating the 

formation of α/β sequences (Figure 6b). These findings indicate that the membrane-induced 

folding of the PGLa analogues was not significantly affected by the backbone homologation. 
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Figure 6: CD spectra of peptides. PGLa (black), PGLb1 (red), PGLb2 (blue), and PGLb3 (green) (a) in absence 

of LUVs, (b) in presence of 1 mM DOPC/DOPG LUVs. 

 

Biological measurements were conducted by Dr. Csaba Pál and his group. A preliminary 

measurement of MIC for all sequences against E. coli BW25113 was done. The results showed 

that PGLb1 and PGLb2 (MIC 24 and 19 µg/mL respectively) had retained comparable 

antimicrobial activity to the parent sequence PGLa (MIC 9 µg/mL). However, PGLb3 had 

almost no antibacterial activity against E. coli BW25113 (MIC >200 µg/mL), indicating that 

altering the desolvated ala phase which interacts closely with the membrane is detrimental to 

the sequence (Figure 7). Therefore, PGLb3 was eliminated from further study. 

 

Figure 7: Minimum inhibitory concentrations of PGLa, PGLb1, PGLb2 and PGLb3 against of E. coli BW25113. 
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4.1.2. Foldamers synergize with antibiotics 

Following the initial MIC tests, we sought to determine whether the foldamers had 

additive or synergistic effects when used in combination with nalidixic acid. Nalidixic acid is a 

DNA synthesis inhibitor. To evaluate these interactions, we examined the impact of various 

foldamer-antibiotic combinations on the growth of multiple E. coli isolates. We used the Loewe 

additivity model, which the level of interaction between drugs based on the deviation from the 

expected effect of each drug when used alone.166 PGLb1 and PGLb2 displayed strong 

synergism when combined with nalidixic acid, while PGLa had mainly additive effects with 

nalidixic acid (Figure 8).  

 

Figure 8: Interactions between Peptides and Nalidixic Acid. (a-c) wild-type E. coli 0370, (d-f) E. coli 3538 and 

(g-i) E. coli CFT073 strains. Grey shade represents the growth rate of the bacteria with darker shades indicating 

higher growth rates. The dashed line represents no interaction. 

4.1.3. Foldamers restore antibiotic activity in antibiotic-resistant bacteria 

Based on our previous findings, we hypothesized that PGLb1 and PGLb2 could 

effectively combat drug-resistant pathogenic bacteria when used in combination with 



24 
 

antibiotics. To test this hypothesis, we used clinical isolates of E. coli, K. pneumoniae, and S. 

flexneri, all of which display clinically significant levels of resistance to nalidixic acid. We 

administered PGLb1 and PGLb2 at sub-inhibitory concentrations (½×MIC and ¼×MIC), at a 

dosage that allowed the growth of the isolates when the peptides were used alone. When used 

in combination with antibiotics, PGLb1 and PGLb2 significantly decreased resistance to 

nalidixic acid in all three bacterial species (Figure 9).  

 

Figure 9: Interaction between foldamers and nalidixic acid. The MIC of nalidixic acid (NAL) was assessed in 

NAL resistant (a) E. coli clinical isolates 0370 and (b) CFT073, (c) Klebsiella pneumoniae r1 and (d) Shigella 

flexneri 668 in the presence of ½×MIC and ¼×MIC of the peptides. Dashed line represents resistance breakpoint 

for NAL (i.e., 16mg.l-1) suggested by the CLSI (Clinical Laboratory Standards Institute). Data are based on at least 

two biological replicates. 

4.1.4. Foldamer increased survival rate of Galleria mellonella in vivo 

In vitro data was validated by in vivo experiment on larvae of the greater wax moth G. 

mellonella. G. mellonella infection models are increasingly popular for testing bacterial 
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infectivity and compound efficacy because of their high reproducibility and lack of ethical 

concerns.167 This established infection model was utilised to evaluate the synergism between 

nalidixic acid and PGLb1 by assessing their effect on the survival of host larvae. Larvae were 

infected with a clinical isolates of E. coli strain that is resistant to nalidixic acid. When used 

alone, PGLb1 had no significant impact on the survival of G. mellonella (P = 0.37). However, 

when used in combination with nalidixic acid, PGLb1 significantly enhanced the survival of 

the infected larvae (Figure 10). This indicates that PGLb1 can restore the antibacterial activity 

of nalidixic acid in vivo and increase the survival rate of G. mellonella. This study shows that 

the peptide PGLb1 has potential as an adjuvant to traditional antibiotics in treating drug-

resistant bacterial infections. 

 

Figure 10: Combination therapy of PGLb1 and nalidixic acid in vivo. Experiments were performed in two 

biological replicates, with 10 animals per treatment group, hence each curve represents 20 animals. 

4.1.5. Foldamers trigger hyperpolarisation of E. coli membrane 

As per literature PGLa exerts its action primarily by targeting the bacterial membrane, 

thus we theorized that modified analogues PGLb1 and PGLb2 might restore antibiotic activity 

by interfering with the bacterial membrane potential. Thus, the changes in membrane potential 

of E. coli cells in response to the different sub-inhibitory doses of PGLa, PGLb1, or PGLb2 

were measured. Flow cytometric analysis utilising a membrane potential-sensitive dye 
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DiOC2(3) was used to measure the membrane potential.109 All measurements were conducted 

following 15 or 30 minutes of incubation to prevent any potential bacterial cell death associated 

with DiOC2(3). When administered at sub-inhibitory concentrations, PGLb1 and PGLb2 

induced substantial and sustained hyperpolarisation of the bacterial membrane, while PGLa had 

only a relatively mild and transient effect on membrane polarity (Figure 11). Interestingly for 

the entire experiment, there was no sign of membrane depolarisation caused by PGLb1 or 

PGLb2 stress, indicating that these molecules do not cause membrane rupture or ion depletion 

when applied at sub-inhibitory concentrations. In contrast, PGLa depolarized the bacterial 

membrane after 30 minutes of incubation. 

 

Figure 11: Flow cytometric membrane polarisation assay (BacLight) in E. coli. Red channel histograms for (a) 

PGLa, (b) PGLb1, and (c) PGLb2 are displayed, respectively, after 15 minutes (red) and 30 minutes (blue) of 

incubation. The control cells are plotted in grey. (d) The ratio of red and green fluorescence represented. CCCP 

used as depolarising ionophore. Red and blue bars represent measurements after 15 and 30 minutes of incubation, 

respectively, with a decreased ratio indicating depolarisation and an increased ratio indicating hyperpolarisation. 
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4.1.6. Foldamers generate diffusion (Goldman-Hodgkin-Katz) potential 

through selective ion transport 

Molecular mechanisms behind the hyperpolarisation of bacterial membranes caused by 

PGLb1 and PGLb2 was investigated after that. There are two ways in which these peptides can 

induce a shift in membrane potential in theory: the initial binding of the positively charged 

regions of these molecules to the negatively charged bacterial membrane, which could shift the 

static component of the membrane potential, or PGLb1 and PGLb2 acting as selective ion 

transporters that induce diffusion potential, which is a dynamic process driven by differential 

ion permeabilities and active ion transport across the membrane.6 

 

Figure 12: Method validation of membrane polarisation in the LUV model. Membrane polarisation induced by 

VAL with gradient (a) Na+ (outside)/Na+ (inside), (b) K+ (outside)/Na+ (inside), (c) Na+ (outside)/ K+ (inside). (d) 

Static potential generated by PGLa, PGLb1, and PGLb2 with Na+ (outside)/Na+ (inside). 

To test these potential molecular mechanisms, a voltage-sensitive dye (oxonol VI) with 

established LUV model composed of DOPC/DOPG 7 : 3 was used.168 Valinomycin (VAL), a 

K+-selective ionophore, was used to validate experimental setup (Figure 12). Without an ion 

gradient (100 mM NaCl outside/100 mM NaCl inside) in LUVs, no fluorescence change was 

observed, indicating that no static potential was generated by VAL (Figure 12a). When we 

established a K+ (outside)/Na+ (inside) ion gradient across the vesicle's bilayer, VAL decreased 
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the fluorescence level (Figure 12b). This decrease in fluorescence indicates an elevated positive 

inside membrane potential (diffusion potential) in this LUV system. To further validate the 

sensitivity of the system, a Na+ (outside)/K+ (inside) ion gradient was created across the LUV 

membrane, resulting in an increased fluorescence intensity, confirming the experiment's 

validity (Figure 12c). 

When PGLa, PGLb1 and PGLb2 were added without establishing an ion gradient 

(Na+/Na+ environment), we only observed minor increase in the fluorescence level (Figure 13). 

This suggests that these peptides have only a mild impact on the static component of the 

membrane potential. However, when a K+/Na+ ion gradient was established, these sequences at 

sub-MIC caused a prompt and significant drop in fluorescence level (Figure 14). This finding 

indicates the presence of a significant positive inside diffusion potential in the LUV model, 

facilitated by K+-selective ion transport. We also observed a similar decrease in membrane 

potential when an anion gradient Cl− (inside)/NO3
− (outside) was introduced into the LUV 

samples, indicating that the sequences can conduct both cations and anions with differential 

permeabilities. Interestingly, potential generated by the modified sequences PGLb1 and PGLb2 

was higher than that of the original PGLa sequence. We observed that the diffusion potential 

generated by the sequences increased rapidly upon addition and stabilized at a non-zero level 

or exhibited slow drift after 15 minutes. Our hypothesis suggests that these sequences facilitate 

minor ion transport, generating voltage without completely dissipating the ion concentration 

gradient across the membrane which is crucial for maintaining a stable diffusion potential.169 

Achieving equilibrium of intra- and extravesicular ion concentrations would necessitate an 

effective electroneutral ion exchange across the membrane. 

 

Figure 13: Static potential generated by (a) PGLa, (b) PGLb1, and (c) PGLb2 in LUV model with Na+ 

(outside)/Na+ (inside). 
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Figure 14: Membrane polarisation and ion transport assessments. Membrane potential (red curve) and inside Na+ 

concentration (blue curve) changes are shown in the Na+/K+ exchange (100 mM NaCl inside and 100 mM KCl 

outside) upon adding (a) PGLa, (b) PGLb1 and (c) PGLb2. Membrane potential (red curve) and inside Cl- 

concentration (blue curve) changes are shown in the Cl-/NO3
- exchange (100 mM NaCl inside and 100 mM NaNO3 

outside) upon adding (d) PGLa, (e) PGLb1 and (f) PGLb2. 

To assess the level of ion exchange across the bilayer, we directly measured the time-

dependent ion concentrations in LUVs using NMR spectroscopy. We used 23Na and 35Cl NMR 

to detect time-dependent Na+/K+ and Cl−/NO3
− exchanges respectively in identical LUV 

systems used for fluorescence measurements. When PGLa, PGLb1 and PGLb2 were added, we 

observed Na+/K+ and Cl−/NO3
− exchanges across the LUV's bilayer surface (Figure 14). There 

was no transport of shift reagents (Dy3+ or Co2+). These findings indicate that PGLa, PGLb1, 

and PGLb2 induce the flux of single charged ions without rupturing the membrane in the LUV 
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model when applied at sub-inhibitory concentrations. Similar to membrane potential 

experiment, ion exchange generated by the modified sequences PGLb1 and PGLb2 was slightly 

higher than that of the original PGLa sequence. Taken together, these findings support the idea 

that PGLb1 and PGLb2 hyperpolarize the membrane through selective ion transport, which 

shape the dynamic diffusion potential. 

 

Figure 15: Schematic representation of time-dependent ion transport in the LUV model. (a) Na+ transport 

measurement by 23Na NMR. In theory, time-dependent Na+ efflux can be monitored by observing a decrease in 

the internal signal in the presence of the shift reagent Dy3+. (b) Cl- transport measurement by 35Cl NMR. In theory, 

time-dependent Cl⁻ efflux without pore formation can be monitored by observing a decrease in the internal signal 

in the presence of the shift reagent Co²⁺. In contrast, pore formation can be identified by the broadening and shifting 

of the signal because of the Co2+ influx.  

4.1.7. Stability and toxicity analyses 

The stability of the peptide in the presence of human protease enzymes and potential 

toxicity are the two key issues with adopting peptide-based drugs as antibiotics. PGLa is readily 

degraded by human trypsin and proteinase K due to the abundance of lysine molecules in its 

structure. However, introducing a non-natural β-amino acid into PGLa structure, as in PGLb1 

and PGLb2, could improve its resistance to human proteases. We discovered that PGLa 
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degraded rapidly in the presence of both enzymes, whereas PGLb1 and PGLb2 half-lives 

significantly increased in the identical conditions (Figure 16a, b). Additionally, we also 

performed a haemolysis assay on human red blood cells and found that neither PGLb1 nor 

PGLb2 had an apparent haemolytic impact (<5% haemolysis) (Figure 16c). These results are 

encouraging, further research is required to thoroughly examine the stability and possible 

toxicity of these peptidomimetics in the future. 

 

Figure 16: Stability and toxicity assays of peptides. (a) Stability of PGLa (black), PGLb1 (blue) and PGLb2 (red) 

against trypsin. (b) Stability of PGLa (black), PGLb1 (blue) and PGLb2 (red) against proteinase K. (c) Haemolytic 

activity of PGLa (black), PGLb1 (blue) and PGLb2 (red) at 500 g/mL concentration compared to melittin at 50 

g/mL concentration. 
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4.2. Assessment of a larger landscape of AMPs for membrane 

polarisation 

Although AMPs have been shown to exhibit multiple beneficial biological effects at 

sub-MIC (discussed in section 2.3.5), there is a lack of knowledge about the triggering 

mechanisms of these effects. Membrane permeability has been studied extensively for AMPs, 

but the focus has mainly been on checking for the leakage of cations (mainly, K+).71 There has 

been a significant lack of research on their ability to transport anions, particularly biologically 

important anions like chloride and phosphate. 

There are sporadic instances of bacterial membrane hyperpolarisation by AMPs (section 

2.3.5) and also reports of cationic AMPs causing bacterial membrane-specific ion transport 

phenomena without causing membrane rupture are mentioned (section 2.3.5). We have shown 

a link between adjuvant activity of the PGLa based designer peptides at sub-MIC level and their 

ability to cause hyperpolarisation by ion transport. To further develop this emerging 

antibacterial adjuvant strategy, a detailed mechanistic understanding of direct chemical-

biophysical hyperpolarisation is required. Identifying the structural components of the 

hyperpolarisation effect at molecular level is essential. Accordingly, we aimed to systematically 

expand the range of hyperpolarising compounds to ensure sufficient chemical diversity for 

structure-activity relationship studies. Therefore, we chose to investigate 17 diverse cationic 

peptides (Table 3) to investigate how they affect the membrane potential and type of ion 

transport they induce. To achieve diversification, we primarily selected sequences based on 

their secondary structures, including α-helix, polyproline helix, disulfide-stabilized β-sheet, and 

disordered sequences. Although we managed to select sequences from different sources like 

human, animal, plant and synthetic. MIC measurements for all the AMPs were done against E. 

coli BW25113. 
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Table 3: Information of the AMPs investigated in the study. 

 

Peptides Abbreviation Sequence Source MIC 

(µM)*  

Apidaecin 1B AP GNNRPVYIPQPRPPHPRL-OH Honeybee 9.4 

Protegrin-1 PROT1 RGGRLCYCRRRFCVCVGR-NH2 Pig leukocytes 1.8 

Tachyplesin II -

Lys 
TP2K KWCFKVCYKGICYKKCK-NH2 

Arg to Lys modified 

TP2 

1.8 

Tachyplesin II TP2 RWCFRVCYRGICYRKCR-NH2 
Japanese horseshoe 

crab 

1.7 

LL37 LL37 
LLGDFFRKSKEKIGKEFKRIVQRIKDFLRNL

VPRTES-OH 

Human neutrophil 4.2 

Indolicidin-OH IND ILPWKWPWWPWRR-OH 
C-terminal modified 

INDa 

10.4 

Indolicidin INDa ILPWKWPWWPWRR-NH2 Bovine 4.6 

R8 R8 FLGKVFKLASKVFKAVFGKV-OH Synthetic 6 

PGLa - Arg PGRLa GMASRAGAIAGRIARVALRAL-NH2 
Lys to Arg modified 

PGLa 

1.9 

PGLa PGLa GMASKAGAIAGKIAKVALKAL-NH2 African clawed frog 4.6 

PGLa-OH PGL GMASKAGAIAGKIAKVALKAL-OH 
C-terminal modified 

PGLa 

38.1 

Guavanin 2 GUA2 RQYMRQIEQALRYGYRISRR-NH2 Guava 5.9 

Cecropin P1 CP1 
SWLSKTAKKLENSAKKRISEGIAIAIQGGPR

-OH 

Pig intestine 0.8 

Buforin II BUF2 TRSSRAGLQFPVGRVHRLLRK-OH Asian toad 102.7 

Bactenecin 5 BAC5 
RFRPPIRRPPIRPPFYPPFRPPIRPPIFPPIRP

PFRPPLGPFP-OH 

Bovine 2.6 

Magainin II-OH MAG2 GIGKFLHSAKKFGKAFVGEIMNS-OH 
C-terminal modified 

MAG2a 

38 

Magainin II MAG2a GIGKFLHSAKKFGKAFVGEIMNS-NH2 African clawed frog 3.6 

 
*MIC for all sequences tested against E. coli BW25113. 

The folding dynamics of antimicrobial peptides (AMPs) are often influenced by their 

environment, particularly by the negatively charged membrane, leading to structural alterations. 

Therefore, our focus was specifically on examining cationic AMPs with membrane-induced 

secondary structures. The inducibilities reported in the literature were confirmed by our CD 

measurements. CD spectra of all AMPs were measured in the presence and absence of 

DOPC/DOPG LUVs at 0.5 MIC, to evaluate their ability to form secondary structure when 

come in contact with membrane. Upon adding 1 mM LUVs AP, PROT1, TP2K, TP2, LL37, 

IND, INDa showed no secondary structural change (Figure 17A). R8, PGRLa, PGLa, PGL, 
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GUA2, CP1, BAC5, MAG2, MAG2a folded into α-helix structure in presence of LUVs (Figure 

17B). BUF2 showed helical structure in Tetrafluoroethylene (TFE) but in presence of LUVs 

could only show coil structure showing sensitivity process to different condition.  

AMPs 
Membrane inducibility of the 

secondary structure  
CD curves Bioactive secondary structure 

AP 
non-inducible 

polyproline helix/aggregation170 

 

 

PROT1 
non-inducible 

-sheet/aggregation171 

 

 

TP2K 
non-inducible 

-sheet 

 
 

TP2 
non-inducible 

-sheet172 

 

 

LL37  
non-inducible 

stable helix/aggregation173 

 
 

IND 
non-inducible 

extended/beta turn 

  

INDa 
non-inducible 

extended/beta turn174 

 

 

Figure 17A: Selected AMPs with non-membrane inducible secondary structures. CD spectra were recorded under 

identical conditions to ensure the reproducibility of the structural features. Coordinates of the secondary structures 

in the membrane were obtained by molecular modeling using the experimental restraints reported in the relevant 

citations. 
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AMPs 
Membrane inducibility of the 

secondary structure  
                  CD curves Bioactive secondary structure 

R8 
partially inducible 

partially disordered → helix175 

 
 

PGRLa 
inducible 

disordered → helix 

  

PGLa 
inducible 

disordered → helix176 

 

 

PGL 
inducible 

disordered → helix 

 
 

GUA2 
inducible 

disordered → helix11 

 

 

CP1 
inducible 

disordered → helix177 

 

 

BUF2 
inducible 

disordered → helix87 

 

 

BAC5 
inducible 

extended → polyproline II helix178 

 

 

MAG2 
inducible 

disordered → helix 

 
 

MAG2a 
inducible 

disordered → helix177 

 

 

Figure 17B: Selected AMPs with membrane inducible secondary structures. CD spectra were recorded under 

identical conditions to ensure the reproducibility of the structural features. Coordinates of the secondary structures 

in the membrane were obtained by molecular modeling using the experimental restraints reported in the relevant 

citations. 
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4.2.1. Membrane induced AMP structures hyperpolarise E. coli membrane 

at sub-MIC 

To test whether AMPs in general induce hyperpolarisation of the bacterial membrane, 

we measured the changes in the membrane potential of E. coli cells in response to AMPs at 0.5 

MIC by flow cytometric analysis using the membrane potential sensitive dye DiOC2(3). To 

avoid any potential cell death associated with DiOC2(3), all measurements were run after 15 

minutes of incubation. When applied at sub-inhibitory concentrations, MAG2a, MAG2, BAC5, 

BUF2, CP1, and GUA2 switched the whole bacterium population into a hyperpolarized state. 

For PGLa, PGL, R8, INDa, and LL37, a bimodal distribution of the membrane polarisation was 

observed with a significant number of hyperpolarised cells. The rest of the population remained 

unperturbed or slightly depolarised. AP did not show any significant polarisation of the bacterial 

membrane (Figure 18).  

Many of the AMPs investigated in this study have the capability to induce 

hyperpolarisation in a sequence-dependent manner. We quantified the median 

hyperpolarisation values across biological replicates (Figure 18d) and correlated this with the 

secondary structural characteristics of the sequences (Figure 18e). AMPs with membrane-

induced helical structures tend to induce hyperpolarisation at sub-MIC without causing 

bacterial depolarisation. Conversely, sequences with membrane-insensitive conformations fail 

to shift the bacterial population towards hyperpolarised state. Structurally, the absence of 

disulfide bonds and the presence of membrane-induced dynamic helical structures characterize 

the hyperpolarising sequences.  
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Figure 18: Flow cytometric membrane polarisation assay of AMPs in E. coli at 0.5 MIC. Histograms of (a) CCCP 

representing membrane depolarisation, (b) AP representing no effect on membrane potential, (c) MAG2a 

representing membrane hyperpolarisation. (d) Boxplot representing membrane polarisation change caused by 

AMPs. Ratio of red/green fluorescence were calculated using population mean fluorescence intensities for cells 

treated and normalised with untreated cells. If the ratio is below 1 correspond to depolarisation above 1 is 

hyperpolarisation. Data are based on 3 biological replicates. Boxplots show the median, first and third quartiles, 

with whiskers showing the minimum and maximum value. The dashed line represents no change. (c) Membranae 

polarisation data are shown in relation to the membrane-inducibility of the secondary structure. 

We investigated whether these AMPs could hyperpolarise the membranes of Gram-

positive organisms by testing with Staphylococcus epidermidis. MIC measurements for a 

selected panel of AMPs showed significantly higher values compared to those for E. coli. We 

conducted membrane potential assays at 0.5 MIC for AMPs demonstrating a notable antibiotic 
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effect against S. epidermidis. Under these conditions, these AMPs caused depolarisation of the 

membrane (Figure 19). Due to the relatively high MICs, the antibiotic concentrations used in 

this experiment were higher for S. epidermidis compared to E. coli. These findings suggest that 

AMP-induced hyperpolarisation at sub-MIC levels limited to Gram-negative bacteria like E. 

coli. 

 

Figure 19: Membrane polarisation assay of AMPs in S. epidermidis at 0.5 MIC. The ratio below 1 correspond to 

depolarisation. 

To evaluate whether AMPs could induce nonspecific currents through the membranes 

of eukaryotic cells, we measured the membrane potential of activated human peripheral 

lymphocytes using the patch-clamp technique in I = 0 current clamp mode was measured by 

Dr. Florina Zákány. We exposed human cells to PGLa and CP1. We also tested PGLb1 to 

suppress unwanted peptidase effects. The perfusion of high-concentration potassium solution 

(HK) was used as a positive control, which caused a reversible shift of the membrane potential 

close to 0 mV. This was followed by the application of PGLa, PGLb1, or CP1. Each peptide 

was dissolved in control bath solution at 0.5 MIC concentrations separately. In our 

measurements, we did not observe any significant changes in the resting membrane potential in 

response to long-term exposure to any of these peptides, as shown by representative traces 

(Figures 20a-c). Quantitative analysis of the data determined the relative changes in membrane 

potential due to exposure compared to the initial resting potential of the given cell (ΔEm = 

Emexposed – EmNR) (Figure 20d). PGLa, PGLb1, and CP1 induced negligible changes in 

membrane potential (-0.81 ± 0.77, 0.49 ± 0.41, and -0.17 ± 0.82, respectively), suggesting that 

these compounds do not induce nonspecific conductance of ionic currents in eukaryotic cells. 
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We note that it is unlikely the AMPs internalized into the cytosol and organelles within the 

experimental timeframe, thereby ruling out potential intracellular effects. 

 

Figure 20: Patch-clamp membrane potential measurements for AMPs in human peripheral lymphocytes. Effects 

of PGLa, PGLb1, and CP1 exposition on the membrane potential using the patch-clamp technique in the current-

clamp mode (a, b and c, respectively) at 0.5 MIC. (d) Column graph showing none of the examined materials 

caused biologically relevant changes in the resting membrane potential. Data are shown as mean ± SEM (n=5), 

and dots represent values obtained from individual cells. 

4.2.2. Concentration-dependent hyperpolarisation by AMPs 

We proposed that AMP-induced hyperpolarisation is caused by the diffusion potential, 

driven by differences in relative ion permeabilities facilitated by peptide-mediated 

transmembrane ion transport. If the concentration of AMPs is sufficient for membrane binding 

and the formation of the required ionophoric structure, the relative ion permeabilities facilitated 

by the AMPs are expected to remain approximately constant. This hypothesis suggests that the 

diffusion potential remains stable when the AMP concentration is reduced, as long as it stays 

above the critical limit. On the other hand, the direct killing effect of AMPs relies on membrane 

rupture at or above the MIC, which is concentration dependent.  As the MIC value approaches, 

the chances of nonselective pore formation and depolarisation increases. This effect can 
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compete with the diffusion potential, leading to reduced polarisation as the AMP concentration 

approaches the MIC. To test this hypothesis, we conducted measurements in the range of 0.25 

– 0.75 MIC. An increase in hyperpolarisation with lower AMP concentrations was observed, 

supporting the presence of the diffusion potential as the underlying mechanism of the 

hyperpolarisation (Figure 21). 

 

Figure 21: Flow cytometric membrane polarisation assay of AMPs in E. coli at different sub-MIC levels. 

4.2.3. AMPs generate diffusion potential in LUVs 

With the exception of AP, all AMPs induced alterations in bacterial electrophysiology 

at sub-inhibitory concentrations with many inducing hyperpolarisation. There were no 

significant cytosolic membrane damage or non-selective pore formation during the bacterial 

membrane hyperpolarisation. This raised the question of a generalised hyperpolarisation 

mechanism at sub-MIC, contrasting to the established membrane rupturing mechanism for 

cationic AMPs at lethal doses. As there are no internal cellular target is known for MAG2a, 

GUA2, R8, and PGLa, hyperpolarisation in bacterial membranes, without cytosolic damage or 

pore formation, suggests direct membrane-AMP interactions. Therefore, membrane 

polarisation experiment in LUV model with membrane potential dye Oxonol VI was conducted 

at 0.5 MIC (similar to section 4.1.6). Without ion gradient across the LUV membrane (100 mM 

NaCl outside/100 mM NaCl inside) impact of initial binding of the cationic regions of the 
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peptides to the negatively charged membrane caused mild increase in fluorescence level (Figure 

22).  

 

Figure 22: Static potential change induced by AMPs in the LUV model. Data are shown for (a) LL37 causing a 

mild increase and (b) AP causing little to no effect. (c) Boxplot presenting static potential change for all the AMPs. 

Boxplots show the median, first and third quartiles, with whiskers showing the minimum and maximum value. 

The dashed line represents no change. 

When cation gradient K+ (100 mM KCl outside)/ Na+ (100 mM NaCl inside) was 

established, AMPs caused sequence dependent drop in fluorescence level suggesting generation 

of intravesicular negative potential via selective K+ selectivity at sub-MIC concentrations. 

Membrane potential profiles of individual AMPs showed higher potential change for first few 

minutes, which then slowed down to reach a steady state for most of the AMPs (Figure 23a). 

diffusion potential analysis shows all AMPs except AP and CP1 showed some level of K+ 

selective potential change (Figure 23b). PGLa generated highest membrane potential. These 

results correlate with biological measurements indicating diffusion potential plays a role in the 

membrane hyperpolarisation. In the same way, when anion gradient H2PO4
- (100 mM NaH2PO4 

outside)/Cl- (100 mM NaCl inside) was established, AMPs decreased the fluorescence due to 

the higher rate of transport of Cl- compared to H2PO4
- causing inside positive potential. 

diffusion potential analysis again showed except AP all the other AMPs caused potential change 

(Figure 23c).  
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Additionally, we carried out these measurements also with a NaCl inside and NaNO3 

outside gradient to eliminate potential osmotic stress due to the acid-base equilibrium of 

phosphate species. Changing the type of anion gradient to NO3
- (100 mM NaNO3 outside)/Cl- 

(100 mM NaCl inside) caused similar decrease in fluorescence because of selectivity of Cl- to 

NO3
- but level of generated potential was lower compared to H2PO4

-/Cl- exchange (Figure 23d). 

This indicate that rate of movement of both ions involved might be important for the generation 

of the potential. Our findings suggest that the AMPs investigated induce diffusion potential in 

the LUV model in a sequence-dependent manner. The changes in fluorescence intensity 

indicate that AMPs generate diffusion potential through selective cross-membrane ion transport 

of K+ or Cl-, or both.  

 

Figure 23: Membrane polarisation of AMPs in the LUV model. (a) diffusion potential change of PGLa in K+/Na+ 

[red], H2PO4
-/ Cl- [blue], NO3

-/ Cl- [green] exchange. The negative change indicates a positive inside potential. 

Boxplots represents data for diffusion potential change for (b) K+/Na+ (c) H2PO4
-/ Cl-, (d) NO3

-/ Cl- exchange of 

all the AMPs. Boxplots show the median, first and third quartiles, with whiskers showing the minimum and 

maximum value. The dashed line represents no change. 

These results support the notion that direct interactions between the membrane and 

AMPs at sub-inhibitory concentrations can influence diffusion potential across the lipid bilayer. 
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However, the structure induced by the membrane did not significantly contribute to diffusion 

potential generation in the LUV bilayer model. This observation strongly implies that 

components of the cell wall external to the cytoplasmic membrane modulate the 

hyperpolarisation effect in bacteria. 

4.2.4. AMPs transport both cations and anions   

To determine the rate and capability of transporting ions across the membrane of AMPs, 

NMR based time-dependent direct monitoring of Na+ and H2PO4
- were done by detecting 23Na 

and 31P NMR signals in LUVs (similar to section 4.1.6). To monitor Na+/K+ exchange, 23Na 

NMR was done on LUVs with 100 mM NaCl inside and 100 mM KCl outside. Dy3+ was used 

as NMR shift reagent to distinguish between inside and outside 23Na NMR signal. All the AMPs 

showed time-dependent Na+ transport at sub-inhibitory level (Figure 24). This experiment 

measures the slower rate determining step for Na+/K+ exchange. Similarly, to monitor H2PO4
- 

/Cl- exchange, 31P NMR was done on LUVs with 100 mM NaH2PO4 inside and 100 mM NaCl 

outside. No shift reagent was needed in this case as the inside and outside 31P could be 

distinguished clearly. All the AMPs showed time-dependent H2PO4
- transport at sub-inhibitory 

level AP, IND. This experiment measures the slower rate determining step for H2PO4
-/Cl- 

exchange. Cl− transport was monitored by 35Cl NMR on LUVs with 100 mM NaCl inside and 

100 mM NaNO3 outside. Co2+ was used as NMR shift reagent in this case. All the AMPs showed 

time-dependent Cl− transport at sub-inhibitory level. The amount of Cl− transport observed was 

significantly higher than the H2PO4
- transport for all the peptides as this experiment measures 

the faster rate determining step for Cl-/NO3
- exchange.  

Ion transport profiles of individual AMPs showed higher rate initial transport for first 

few minutes, which then slows down to reach a steady state. This might be because possible for 

several factors such as potential build up in the membrane over time, tighter interaction between 

the membrane and peptide, alteration of the lipid packing and ion competition for the binding 

site etc. Thus, analysis of the initial rate of transport analysis where all these factors have lesser 

role might be useful to analyse the capability for these peptides to transport ions. The initial ion 

transport rate for was calculated and represented for both Na+/K+ and H2PO4
-/Cl- exchange. 
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Figure 24: Ion transport measurements of AMPs in the LUV model. (a) Na+ transport [red], H2PO4
- transport 

[blue], Cl- transport [green] of PGL in NMR. Bar plot represents the initial exchange rates observed for AMPs in 

the (b) Na+/K+, (c) H2PO4
- /Cl-, (d) Cl-/NO3

- gradient model. The ion concentration of Na+, H2PO4
-, Cl- were 

determined by 23Na, 31P and 35Cl NMR assay respectively. 

4.3. Proposed mechanism of hyperpolarisation induced by AMPs 

At higher concentration, AMPs typically show their effect by direct killing by membrane 

rupturing, but at lower sub-MIC levels, we have shown these cationic peptides induced changes 

membrane polarisation, majorly membrane hyperpolarisation. AMP sequences with higher 

structure inducibility in the presence of the membrane (as observed in CD results) showed high 

level of membrane potential in E. coli at sub-MIC. The findings suggest that a dynamic pre-

equilibrium between the dissolved and membrane-bound peptides is necessary for selective 

behaviour. 

Interestingly, lowering the hydrophobicity of PGLa by incorporating β-amino acids 

(PGLb1, PGLb2) showed improved diffusion potential, possibly by accelerating the on-off 
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dynamics of the membrane interaction. Ionophobic structures generally require structural 

flexibility to facilitate ion complexation, and the peptide flexibility may influence the rate of 

ion complexation and release processes, contributing to selective ion transport. PGLa, when 

immersed into the membrane at high potential, is less prone to trafficking between the solution 

phase and the membrane surface.179 This observation may explain the cessation of ion transport 

seen in our NMR experiment after a certain period. 

On the other hand, channel formation requires intimate membrane-peptide interaction, 

which may easily turn to membrane rupturing, emphasising the sensitivity and dynamic nature 

of this phenomenon. Our results strongly suggest that the environment-dependent structure is 

essential to cross the bacterial cell wall without damaging the membrane. The bacterial cell wall 

is a formidable barrier for antibacterial compounds due to the multiple lipophilic and negatively 

charged hydrophilic layers.180 Crossing such a complex shield without a rupturing effect 

requires a flexible structure adapting to its actual environment. Thus, generating the diffusion 

potential at the inner cytosolic membrane is possible (Figure 25). 

 

Figure 25: Representation of mechanism of membrane hyperpolarisation by AMPs at sub-MIC. Upon interacting 

with the membrane surface, AMPs fold and capture cations and anions, forming a neutral complex that can migrate 

into the membrane interior and diffuse across the pores of the bacterial cell wall. Once at the cytoplasmic 

membrane, diffusion potential generation becomes possible. 
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5. Conclusion 

AMPs are potential candidates for targeting AMR as they attack bacteria in multiple 

mechanisms and have also been reported to reduce the resistance level in bacteria when used in 

combination with traditional antibiotics. In this study, we followed a rational design based on 

computer-assisted backbone homologation and modified the secondary structure of the AMP 

called PGLa, resulting in two new peptidomimetics, PGLb1 and PGLb2. When administered at 

subinhibitory concentrations, PGLb1 and PGLb2 decreased the antibiotic resistance level of 

clinical isolates of E. coli, K. pneumoniae, and S. flexneri by up to 128 times. Furthermore, 

these compounds showed stability against human proteases and no toxicity in human red blood 

cells. These promising findings highlight the need for future chemical refinements to selectively 

enhance the potency of antibiotics against antibiotic-resistant bacteria. Our study has wider 

implications as it challenges the commonly held belief that AMPs cause membrane disruption. 

Instead, we found that PGLb1 and PGLb2 induce hyperpolarisation of the bacterial membrane 

at sub-MIC levels, by selectively transporting ions across the membrane, thereby inducing 

diffusion potential. 

Again, we have shown that it is a common trait of AMPs to induce polarisation in 

membranes of gram-negative bacteria below the threshold of the MIC. This is accomplished 

through the differential rate of ion transport, specifically the selectivity of K+ over Na+ and Cl- 

over H2PO4
-, resulting in the creation of diffusion potential. An exciting finding is that these 

peptides not only transport cations, but also demonstrate the ability to transport biologically 

important anions such as phosphate in bacteria through neutral complex formation. The lowered 

concentration prevented membrane rupture, while AMP-mediated selective ion transport 

facilitated shaping a diffusion potential. To describe the extent of the membrane polarisation as 

a function of the relative permeabilities and ion concentrations, the GHK model is an adequate 

framework, and in a future work, we plan to explore the exact quantitative relationship. 

In summary, our study showcases the potential for rational design of novel peptidomimetic 

foldamer antimicrobials that induce hyperpolarisation of the bacterial membrane through a 

regulated biophysical mechanism, thus enhancing the susceptibility of multidrug resistant 

bacteria to existing antimicrobial agents. We also tried to shed light on the vague molecular 

mechanics of the sub-MIC activity of AMPs in general. Future research, involving a larger 



47 
 

variety of AMPs, can reveal the specific structural components to control ion transport and 

membrane polarisation. 

6. Summary 

1. A structure-based strategy was employed to modify PGLa, resulting in the synthesis of 

novel α/β-foldamer adjuvants (PGLb1, PGLb2, and PGLb3) by targeting different sites 

that interact with the bacterial membrane, aimed at improving antibiotic efficacy against 

resistant bacteria and enhancing resistance to human proteases. 

2. Despite their weak intrinsic antibacterial activity, PGLb1 and PGLb2 demonstrated 

strong synergistic effects with Nalidixic acid across multiple E. coli isolates, in contrast 

to the primarily additive effect observed with PGLa. 

3. In clinical isolates of nalidixic acid-resistant E. coli, K. pneumoniae, and S. flexneri, 

PGLb1 and PGLb2 significantly reduced antibiotic resistance at sub-MIC. These in 

vitro findings were validated in vivo, with PGLb1 notably enhancing the survival rate 

of G. mellonella larvae infected with nalidixic acid-resistant E. coli. 

4. Flow cytometric analysis of E. coli revealed that PGLb1 and PGLb2 induce substantial 

and prolonged hyperpolarisation of the bacterial membrane, in contrast to the mild and 

transient effect observed with PGLa, providing insights into the mechanism behind the 

sub-MIC effect. 

5. Studies using a LUV model demonstrated that PGLb1 and PGLb2 elicit the diffusion 

potential through time-dependent selective transport of cations (K+ over Na+) and anions 

(Cl- over NO3
-), providing deeper insights into the mechanisms underlying membrane 

hyperpolarisation. 

6. An expanded study of 17 AMPs revealed that those with higher structure inducibility, 

as confirmed by CD measurements, caused membrane hyperpolarisation in E. coli at 

subinhibitory doses, indicating a common mechanism of action involving ion transport. 

7. Membrane polarisation experiments with S. epidermidis demonstrated that AMP-

induced hyperpolarisation is predominantly limited to Gram-negative bacteria, 

indicating a significant difference in response between Gram-positive and Gram-

negative bacterial membranes. 
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8. Experiments conducted with AMP concentrations ranging from 0.25 to 0.75 MIC in E. 

coli demonstrated increasing membrane hyperpolarisation at lower concentrations, 

corroborating the diffusion potential mechanism. 

9. Contrary to literature focusing mainly on cation (especially K+) transport, our findings 

indicate that most AMPs can generate membrane potential by transporting both cations 

and anions, depending on their sequences, thereby maintaining a quasi-steady-state ion 

gradient. 
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