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1. Introduction

Problem solving is present in our daily activities. For instance, what to wear in the morning, how to use our new electric devices, how to get to our reserved restaurant by public transport, how to arrange our schedule to reach the highest work efficiency, how to communicate with people in a foreign country, etc. In most of the cases, solving the problems that keep occurring in our study, work, and daily life, is a must-do task. These situations require problem solving. Generally, problem solving is the thinking that occurs if we want “to overcome barriers between a given state and a desired goal state by means of behavioral and/or cognitive, multistep activities” (Frensch, & Funke, 1995, p. 18).

In the past, education aimed at teaching students knowledge and skills, but nowadays education is “[...]about making sure that students develop a reliable compass and the navigation skills to find their own way through an increasingly uncertain, volatile and ambiguous world” (Schleicher, 2017, p. 3). Nowadays, our society and environment keep changing all the time, the technologies used in almost every industry sector are also developing quickly. This situation means that the content of applicable knowledge evolves rapidly. People are facing problems almost every day: simple or complex ones, fixed or dynamically changing ones, familiar or completely new ones. The ability to solve problems in a timely manner and properly is gradually becoming one main factor for peoples' career and life. "Adapting, learning, daring to try out new things and always being ready to learn from mistakes are among the keys to resilience and success in an unpredictable world" (OECD, 2014a, p. 13). Problem solving is thus considered to be one of the most important 21st-century skills (the required skills for success in 21st century society and workplaces; Dede, 2010). Improving students’ problem-solving skills has become one of the main aims and challenges in contemporary education (Greiff, Holt, & Funke, 2013).

Most of the time, the problems we face are different. Some of them are simple, some of them are complex; some of the problems have clear goals, but sometimes we
need to figure out the goals by ourselves. Sometimes the problems are similar or even the same as the problems we have solved before; but it is also very possible we get some problems that we have never encountered before. Some problems are static, while some of them are dynamically changing. Both the problem-solving processes and the mental steps can differ widely while solving different types of problems. This study focuses on one specific kind of problem solving, which is called interactive problem solving (IPS) in the MicroDYN approach. IPS is a type of problem solving which requires the problem solver to do the direct interaction with the problem in order to uncover and discover relevant information (OECD, 2010).

Problem solving is a transversal skill (Greiff et al., 2014), operating several mental activities and cognitive skills (see Molnár, Greiff, & Csapó, 2013). Thus, defining its direct development in general is not a realistic research task, but we can define the development of solving different kinds of problems and we can map the skills, which have an effect on its development.

This study aims to detect the component skills of interactive problem solving in the MicroDYN approach. It tests structural relations and the predictive value of cognitive background variables on the development of IPS, thus provide the possibility to develop an effective training program on problem solving based on the research results regarding the component skills of IPS. Detecting and identifying differences in the mental and cognitive aspects for students with different cultural backgrounds in the IPS environment (see e.g. OECD, 2014a; Wüstenberg, Greiff, Molnár, & Funke, 2014) is also one of the emphases of this study. PISA (Programme for International Student Assessment) is an influential international educational assessment project launched by OECD (Organisation for Economic Co-operation and Development). Based on the PISA results regarding the developmental level of problem solving skills (OECD, 2014a), a high and an average achiever country have been selected for the study, thus China (mainland) and Hungary were involved in this cross-national study. Generally, the study aims to contribute to further understanding of the cognitive construction of interactive problem solving in the MicroDYN
approach; and to highlight the similarities and differences regarding development and component skills of IPS in European and Asian educational contexts.

The literature review part of the dissertation starts with a discussion of the definitions of the basic terms of this study: problem and problem solving. There are still no universally accepted definitions available for these two terms. The dissertation reviews the definitions which have been offered in the past, and discusses different definitions proposed at different times or with different theoretical bases. It also introduces different types of problem solving (e.g. domain-specific & domain-general; static & dynamic; interactive; ill-defined & well-defined).

We also introduce the development of different approaches which focus on measuring problem solving and we provide an overview of the evolving problem-solving assessment methods: from paper-and-pencil to computer-based, and from first generation computer-based to third generation computer-based assessment of problem solving. Beyond the illustration of the different assessment methods for varying types of problem solving (analytical, interactive, collaborative), we discuss more deeply the challenges and potentials in computer-based assessment of problem solving, where log-file analysis – an unique feature provided by modern technologies – plays an important role.

Several thinking skills and non-thinking skill factors have the potential to influence one’s problem-solving achievement (Greiff et al., 2014; Molnár, Greiff, & Csapó, 2013). This dissertation selects those cognitive skills (e.g., inductive reasoning, combinatorial reasoning, creativity) and socio-economic or affective factors (e.g., gender, parental education, test-taking motivation) which proved to be the most influential ones in small or large scale national studies (Casakin, 2007; Greiff et al., 2015; Molnár, Greiff, & Csapó, 2013; OECD, 2014a) and which have been the most frequently mentioned in the literature (Bisanz, Bisanz, & Korpan, 1994; Hamers, De Koning, & Sijtsma, 2000; Herrmann, 1995; Molnár, Greiff, Wüstenberg, & Fischer, 2017). We illustrate the relations between these selected, mostly reasoning skills and different background factors with problem solving.
Finally, the theoretical section reviews the available research results regarding Chinese and Hungarian students’ problem solving performance in cross-cultural context. We strongly lean on the referring PISA results, as both China (represented by Shanghai) and Hungary participated in the PISA 2012 problem-solving assessment. This part analyzes and evaluates their performance in this assessment, and analyzes their advantages and disadvantages. It also reviews the problem-solving research in China and in Hungary, separately. And finally, this part discusses why this study is important and necessary to be conducted across China and Hungary.

Base on the literature review, the theoretical analyses and the research aims, the dissertation formulates eight research questions and puts forward corresponding hypotheses. Using the Hungarian experiences regarding assessment of IPS in educational context (Molnár, Greiff, & Csapó, 2013; Molnár et al., 2017), two studies, one pilot study in China and one comparison study across China and Hungary, were designed and conducted to answer the research questions and testify the hypotheses.

The pilot study was implemented with the aim to test and prove the feasibility of computer-based online assessment of thinking skills via first, second and third generation tests (Molnár et al., 2017) in China. Beyond the regular information such as the sample of the study and the procedures, the instruments part of the method section introduces the used assessment instruments in a very detailed form, including the original sources, development histories, operating methods and provides sample items. As a result of the pilot study conducted in China, we concluded that computer-based online assessment of thinking skills is feasible in China independently of the type of tests (first, second or third generation).

The design and realization of the cross-national comparison study relays on all of the experiences we have conducted in the Chinese pilot study and was carried out earlier regarding the Hungarian online assessments of IPS. In the pilot study section we also follow the regular introduction of an empirical project, thus the method part discusses the sample, the instruments (some modification were made after the pilot study), and the procedures. The structure of the result part follows the order of the research questions. Because of their novelty, complexity and importance, the results
referring to the research questions on Chinese and Hungarian students’ exploration strategies in interactive problem-solving environment using log-file analyses with state-of-art procedures for answering research questions (which could not have been answered by means of traditional assessment techniques and analyzing methods) are discussed in a separate section.

The final part of the dissertation summarizes the results and briefly answers shortly the research questions. Furthermore, the limitations and originality of this study are also stated here.

In conclusion, according to Lord Kelvin, “if you can’t measure it, you can’t improve it”, this study measures Chinese and Hungarian students’ problem-solving skills as well as the relative internal and external factors, in order to explore the nature of problem solving in both cultures. The results provide the possibility for improving students’ problem-solving skills in the future.
2. The concept and assessment of problem solving

2.1 Problem and problem solving: definitions and types of problem solving

Several definitions and theoretical models of problem solving have been published in the literature (for an overview see Sternberg, 2013; Frensch, & Funke, 1995). Researchers have proposed several different definitions regarding the basic terms, even problem and problem solving themselves.

Before discussing the definition of problem solving, we should answer the following question: what is a problem and what makes a problem a problem? Although there exists no universal definition of what constitutes a problem, we intend to give an answer to the question by collecting some of the common features of the different definitions.

Some of the definitions focus on the absence of an observable response. For instance, Davis (1973) stated that a problem is “a stimulus situation for which an organism does not have a ready response” (Davis, 1973, p. 12). Similarly, Woods, Crow, Hoffman, & Wright (1985, p. 1) believed that a problem is a “stimulus situation for which an organism does not have a response,” while a problem arises “when the individual cannot immediately and effectively respond to the situation.” Meanwhile, some definitions focus on the absence of a non-observable thought or cognition, such as Newell & Simon (1972, p. 72) who stated that “a person is confronted with a problem when he wants something and does not know immediately what series of actions he can perform to get it”; and Hayes (1980, p. i) illustrated that “whenever there is a gap between where you are now and where you want to be, and you don’t know how to find a way to cross that gap, you have a problem.”

Even though the definitions of the terminus problem are highly varied, we can find some common features of them. Most of the definitions focus on the distance between the task and the solver but not the task itself. That is, a problem arises if there
is a gap between task and problem solver, or a barrier between the given state and the problem solver’s goal state. Therefore, it can be said that a problem is defined by the interaction between task characteristics and person characteristics (Frensch, & Funke, 1995).

The definition and research methodology of problem solving have also kept evolving in the past decades. At the early stage, problem solving was commonly described as a passive, reproductive and domain-general stepwise process, which is based on trial and error (Newell, & Simon, 1972; VanLehn, 1989). By contrast, Gestalt psychologists consider problem solving to be an active and productive process, where insight, reorganization and functional fixedness play an important role (Fiore, & Schooler, 1998). With the in-depth study, researchers confirmed that problem solving is a cognitive, rather than behavioral or neurophysiological, activity. Similarly, the PISA 2012 assessment defined problem solving as “cognitive processing to understand and resolve problem situations where a method of solution is not immediately obvious.” (OECD, 2013, p. 122); and Fischer, Greiff and Funke (2012, p. 19) defined problem solving as “knowledge acquisition and knowledge application concerning the goal-oriented control of systems that contain many highly interrelated elements”. In the knowledge acquisition phase of problem solving, the problem solver understands the problem itself, and also stores the acquired information (Funke, 2001; Novick, & Bassok, 2005). While in the knowledge application phase the problem solver applies the acquired knowledge to realize the transition from given state to goal state (Novick, & Bassok, 2005). This study adopted Frensch and Funke’ s (1995, p. 18) definition of problem solving which states that problem solving is a goal-directed “thinking that occurs to overcome barriers between a given state and a desired goal state by means of behavioral and/or cognitive, multistep activities.” The problem solver has to organize information and to deal with ill-defined or more or less well-defined goals. The problem solver does not immediately know how to solve the problem or how to reach the goal (Frensch, & Funke, 1995).

Most of the early research on problem solving were typically conducted with relatively simple and laboratory tasks which were novel to subjects. For example,
Ewert and Lambert (1932) used the disk problem (now it has a more common name: Tower of Hanoi) in their problem-solving research. These kinds of simple novel tasks usually had clearly defined optimal solutions, and problem solvers were likely to solve it within a relatively short time frame. The researchers expected that the simple tasks could capture the main properties of real problems, so they could use such experiments to explore the problem solver’s cognitive processes while solving real world problems.

However, starting from the 1970s, it has been gradually realized that empirical findings and theoretical concepts which came from simple laboratory tasks were not generalizable to more complex real-life problems (Frensch, & Funke, 1995). New, alternative ways and directions have been provided by the development of computers and the information-processing approach, namely the problem-space theory of Newell and Simon (1972). Moreover, these realizations have led to rather different research directions in North America and in Europe (Anzai, & Simon, 1979; Bhaskar, & Simon, 1977; Funke, 1991). North American research on problem solving has typically concentrated on domain-specific problem solving, examining the development of expertise in separate, natural knowledge domains, such as mathematics (Sokol, & McCloskey, 1991), reading (Stanovich, & Cunningham, 1991), computer skills (Kay, 1991), etc., and on the task – problem solver interaction; while much of the European research is about general problem solving, which focuses on solving processes of complex, real-world, unknown problems (commonly performed with computerized scenarios), and on the characteristic features of problems to be solved (Funke, 1991). The approach on complex problem solving proposed by Frensch and Funke (1995) is an integrated whole of studies based on the European and American models on problem solving (see section 2.2).

2.2 The theory of CPS & sub-types of CPS

Based on the empirical findings, Frensch and Funke (1995) constructed a theoretical framework which summarizes the basic components of complex problem solving and the interrelations among the components (Fig 2.1). The framework contains three
separate components: problem solver, task, and environment. Based on the differences between these components, complex problem solving can be divided into several sub-types.

**Fig. 2.1** Components of CPS (based on Frensch, & Funke, 1995)

*The problem solver.* The problem-solving process is influenced by the problem solver’ memory content, dynamic information processing, and non-cognitive variables. Generally, the two sub-processes of problem solving are knowledge acquisition and knowledge application (Funke, 2001; Greiff, & Funke, 2017; Wüstenberg, 2013). The problem solvers' existing knowledge (memory content; if the problem is relevant to it) can help them to omit or shorten the time and effort for doing the sub-processes of knowledge acquisition. Generally, problem solving can be classified as *domain-general problem solving* and *domain-specific problem solving*, depending on what kind of background knowledge is required in the problem solving process (see section 2.2.1).
Compared with the problem solver’s memory contents, the dynamic activities in the problem solving process have been described as information processing (Frensch, & Funke, 1995). According to Newell (1993), the main steps for the information process are as following:

1. Select a state; select a strategy.
2. Apply strategy to state, producing new state.
3. Decide if a goal state; decide to quit; decide to save the new state.

A model has been built according to the definition of problem solving – overcome the barriers between the given state and the goal state (Frensch, & Funke, 1995) – and the statement above from Newell (1993). Figure 2.2 visualizes this approach.

![Fig. 2.2 Process for information processing [created based on Newell’s (1993) theory]](image)

Beyond the cognitive ones, some of the non-cognitive variables (e.g. motivation, family background, etc.) are also able to effect problem-solving performance. A more elaborated discussion is provided in section 2.4.3.

Task. Task is described as the barriers that exist between a given state and a goal state (Frensch, & Funke, 1995). In some cases, the task is able to change dynamically (or interactively), while sometimes problems are static and non-changeable. These two cases are described as interactive problem solving (or in
the literature also called \textit{dynamic problem solving} or \textit{complex problem solving} and \textit{static problem solving}, respectively.

The \textit{environment} plays also an important role in the problem solving process. Environmental factors include e.g. feedback and feedback delay, expectations, cooperation and peer pressure. The environment is able to affects both the problem solver and the task. The environment can constrain the problem solver’s information processes and influence the problem solver’s accessible knowledge. During the problem solving process, some of the environmental factors can be improved, or at least modified by the problem solvers (Frensch, & Funke, 1995). Meanwhile, the environment can affects the task by several ways such as providing additional information, promoting or constraining the tool using, etc. The type of interaction between the environment and the problem itself (task) is one-way, that is the task does not have enough power to affect the environment (Frensch, & Funke, 1995).

2.2.1 \textit{Domain-general} \& \textit{domain-specific problem solving}

Historically, there are two main categorizations in the problem solving research, namely domain-specific problem solving and domain-general problem solving. In this regard the emphases for American and European problem-solving researchers are different. In general, American researchers typically focus on students' problem solving in separate, natural knowledge domains (Bennett, Persky, Weiss, & Jenkins, 2007). These researchers frequently focus on the development of problem-solving skills within a certain domain, that is on the development of expertise. There are some areas that have attracted attention in North-American research in such diverse fields as reading, writing, calculation mathematics, political, computer skills etc. (e.g., Kay, 1991; Sokol, & McCloskey, 1991; Stanovich, & Cunningham, 1991). In contrast, many of the European researchers are more focused on the "latively complex, semantically rich, computerized laboratory tasks that are constructed to be similar to real life problems", which has also been described as and domain-general problem solving (Frensch, & Funke, 1995, p. 16).

Every problem solver has his/her own background knowledge system and
storage. When dealing with some problems, their knowledge can help them overcome the barriers. As introduced above, domain-specific and domain-general knowledge is required in domain-specific and domain-general problem solving processes, respectively.

Both domain-specific and domain-general problem solving are important in students’ studies and life. To compare these two kinds of problem solving, Greiff Fischer, Stadler, & Wüstenberg (2014) stated that domain-specific problem solving skills and specific factual knowledge are very important when a problem solver is dealing with a routine task or a problem in a specific field, but they also pointed out that domain-specific problem solving is limited to narrow domains. In the 21st century, students' challenges and problems will not only be limited to school life, but more importantly will appear in in real life situations. Greiff et al. (2014) believed that modern education should not only provide students with factual knowledge and domain-specific problem-solving strategies, but should also provide a broader set of skills required in our modern societies. According to this requirement, domain-general problem solving also has an extremely significant meaning for students in the current age.

The assessment of domain-specific problem solving – compared with domain-general problem solving – usually had deeper connection with the problem solver’s knowledge storage (Frensch, & Funke, 1995). For instance, in the NAEP assessment project launched by the United States there were some problems which required both of students' knowledge in one certain domain (e.g. Mathematics; see Dossey, 1993) and their ability of solving problems. But one obvious question for this kind of problem-solving assessment is students' performance in the relevant field or subject-area. Even a student with poor problem-solving skills can still have a certain probability to get a good performance in this kind of assessment if he/she has enough background knowledge in the concerned area. Frensch and Funke (1995) also believed that this kind of knowledge-based task focuses primarily on students' learning outcomes but not problem-solving ability.

According to Frensch and Funke (1995), problem-solving assessment should try
to avoid the impact of examinee's knowledge storage. Based on their theory, in the problem solving assessment everyone should be novice (Frensch, & Funke, 1995). The emphasis of this study is on domain-general problem solving which focuses on real-world problems. In some assessment items which focus on the domain-general problem solving, like the assessment based on the MicroDYN approach or the assessment tasks in PISA, the researchers tried to design the tasks in a brand-new area about which no participants could have the relevant knowledge (Greiff et al., 2013; OECD, 2014a).

For instance, in the item "traffic" in the PISA 2012 problem-solving assessment (see Fig. 2.3), the map used was designed as completely fictional (including the towns' names, the distances between each town, the circulation map, etc.). So it can exclude the possibility that students are familiar with the geography situation which was shown in this map and solve the problems according to their own geography knowledge (OECD, 2014a).

![Traffic Map](image)

**Fig. 2.3** Sample assessment item from PISA 2012 problem-solving assessment (OECD, 2014a, p. 41)

Because of the cultural and curricular differences, in the present study we preferred domain-general problem solving to domain-specific problem solving.
Furthermore, the assessments in this study have been carefully designed to keep the impact from the students' knowledge storage to the minimum.

2.2.2 Static & interactive problem solving

In static problem solving environment (also referred to as analytical problem solving in some literature if all necessary pieces of information are provided for solving the problem, e.g. Csapó, & Funke, 2017; Fleischer, Buchwald, Leutner, Wirth, & Rumann, 2017), the task itself, and thus the information provided for the problem solver stay static and non-changeable. The problem solvers need to analyze these pieces of information to be able to solve the problem (Greiff et al., 2013). This kind of problem solving relies more on problem solver’s reasoned application of existing knowledge (OECD, 2004). The classic problem solving task “Tower of Hanoi problem” (Ewert, & Lambert, 1932) is a typical example for a static problem. However, these analytical problem solving tasks are sometimes considered “simple” problems because they are not generalizable to the complex and interactive real-life problems (Ramalingam, Philpot, & McCrae, 2017).

Along with the development of problem-solving theory and technology (especially computer technology), interactive problem solving gradually replaced analytical problem solving as the mainstream in academic research (Frensch, & Funke, 1995). Interactive problem solving (IPS) is "characterized by the interaction between a problem solver and the problem to generate and integrate information about the problem" (Greiff et al., 2013, p. 76). And in IPS, relevant information needs to be actively generated, problem solvers need to have direct interaction with the problem to uncover and discover relevant information (OECD, 2010).

In the interactive problem-solving environment, the problem solver has to use knowledge acquisition and knowledge application to apply non-routine actions to reach a certain goal state (Greiff, Holt, & Funke, 2013). Interaction is the key feature for the problem solver to discover the necessary information in an interactive problem-solving environment. Nowadays, in our daily environments, the number of
interactive situations is increasing (Greiff et al., 2013), such as the interactions with software interfaces, hardware (e.g., smart phones, copiers, and vehicles) tools or other people (e.g., sales and clients). The common feature of these examples is the problem solvers’ needs to actively interact with the systems/individuals to generate the new information they need, then they can build a problem representation and launch a goal-directed solution process (Greiff et al., 2013). Therefore, it can be said that IPS is closer to the real world than static (analytical) problem solving. Thus, this study focuses on interactive problem solving.

In some studies, interactive problem solving (problem solving in the MicroDYN approach) was also named as dynamic or complex problem solving (e.g. Greiff, Wüstenberg, & Funke, 2012). Ramalingam, Philpot, and McCrae (2017) argued that the term “dynamic” was not appropriate in this case since this term can imply that the task can change autonomously without direct action from the problem solver. The term “interactive”, by contrast, can highlight that the problem solver-task interaction is required to discover undisclosed information. Similarly, Csapó and Funke (2017) also stated that dynamic problem solving should be called interactive problem solving in certain contexts (e.g. in the MicroDYN approach) in which interactive nature is emphasized. In order to highlight the interaction between the task and the problem solvers, we decided to use interactive problem solving in this study.

2.2.3 Well-defined & ill-defined problem solving

Problem solving is able to be classified as well-defined and ill-defined based on the types of unsolved problem. Well-defined problems have “a clear set of means for reaching a precisely described goal state” (Dörner, & Funke, 2017, p. 1153). This kind of problems contains clearly-defined initial and goal state, and the clear means of moving from the initial state to the goal states (Hong, 1998). For example, the majority of mathematics and physics problems belong to this category; the problem solvers clearly know the final state they need to reach, and understand what they need to do in order to move towards the goal state (e.g. students know they need to run the
mathematical operations to get a correct answer to solve the given mathematical problem).

By contrast, ill-defined problems have no clear problem definition and goal state, the means of getting close and reach the goal state are not clear either (Dörner, & Funke, 2017), and the information available for the problem solver is usually incomplete and inaccurate or ambiguous (Allaire, & Marsiske, 2002; Hong, 1998). People need to solve ill-defined problem frequently in reallife. Some tasks such as building social connections with other people, making business decisions at work, belong to this category. These tasks do not have a clearly defined goal state, and it is uncertain which rules and principles are needed for the solution.

2.3 The development and different approaches to measure problem solving

2.3.1 The possibilities provided by computer-based assessment beyond paper-and-pencil testing

Currently, computer-based assessment is becoming increasingly popular. The research and development of computer-based assessment can go back almost three decades. Researchers started to explore the applicability of computer technologies (for the most common to most cutting-edge) for assessment purposes as early as the 1990s (Baker, & Mayer, 1999). From the 2000s, several large-scale international assessments have been conducted to explore the feasibility and the potential of computer-based assessment, such as the Programme for International Student Assessment (PISA), the Progress in International Reading Literacy Study (PIRLS), and the National Assessment of Educational Progress (NAEP) (Csapó, Ainley, Bennett, Latour, & Law, 2012; Fraillon Ainley, Gebhardt, & Schulz, 2013; OECD, 2010, 2014b). Csapó et al. (2012) presented that information-communication technology offers so many possibilities for modern education. They believed that computer-based assessment will replace traditional paper-and-pencil testing sooner or later. Similarly, Lau and Cheung (2010) stated that "more and more paper-and-pencil measures have their
computerized counterparts". Csapó et al. (2012) summarized the advantages of computer-based assessment as follows:

"1) developing tests, making the questions easier to generate automatically or semiautomatically, share, review, and revise;
(2) delivering tests, obviating the need for printing, warehousing, and shipping paper;
(3) presenting dynamic stimuli like audio, video, and animation, making obsolete the need for the specialized equipment currently used in some testing programs that assess such constructs as speech and listening;
(4) scoring constructed responses on screen, allowing marking quality to be monitored in real time and potentially eliminating the need to gather examiners together;
(5) scoring some types of constructed responses automatically, reducing the need for human reading; and
(6) distributing test results, cutting the costs of printing and mailing reports."

(Csapó et al., 2012, p. 149)

There are three ways of using computer to measure cognitive skills (Molnár et al., 2017). The first generation computer-based test was close to static paper-pencil based assessment. In most of cases, this kind of computer-based test does not have too many differences compared to the traditional paper-and-pencil assessment. The stimulus for this kind of test are still static, only the delivery platform has evolved to computers (Molnár et al., 2017; Pachler, Daly, Mor, & Mellar, 2010). The second generation computer-based test started to use new stimuli formats which cannot be realized in paper-and-pencil assessment, such as multimedia. Meanwhile, it also employs some techniques, including but not limited to constructed response, automatic item generation, and automatic scoring (Molnár et al., 2017; Pachler et al., 2010), thus boosts the assessment efficiency and makes some forms of assessment (e.g. self-assessment, adaptive testing, etc.) possible to be implemented. Many cognitive skill assessment types are designed in the scope of second generation computer-based testing (e.g. Kambeyo, & Wu, 2018; Molnár, Greiff, & Csapó, 2013).
However, second generation computer-based tests are still not able to implement the assessment of interactive problem solving, because they cannot realize “interaction”, the key feature of IPS. Therefore, the third generation computer-based test was created to “allow students to interact with complex simulations and dynamically changing items” (Molnár et al., 2017, p. 126). Currently, information and communication technologies provide new opportunities that can revolutionize the educational assessment and evaluation process (Csapó, Lőrincz, & Molnár, 2012). One of the major advantages is that the current ICT technology is able to support computer-based testing to provide a unique assessment environment, where both dynamic and interactive situations are available (Greiff et al., 2014). Due to this advantage, the third generation computer-based test allows researchers to design the interactive scenario which simulates the real world, and this kind of assessment basically cannot be realized by traditional assessment methods such as the paper-and-pencil test. The researchers in the PISA assessment project also pointed out that "the inclusion of interactive problems, in which students need to explore the (simulated) environment and gather feedback on the effect of their interventions in order to obtain all the information needed to solve a problem, was only possible by asking students to use a computer to complete the assessment" (OECD, 2014a, p. 30).

In conclusion, computer-based assessment opens doors to explore features of 21st century skills and new constructs not yet studied (e.g. interactive problem-solving, and collaborative problem-solving), or to study previously researched knowledge and skill domains in an innovative and new environment.

2.3.2 Assessment of static problem solving

As introduced in section 2.2.2, static problem solving means that in the problem solving progress the tasks and the information stay static and non-changeable (Greiff et al., 2013). Static problem solving is the first kind of problem solving which was measured by psychologists (e.g. Ewert, & Lambert, 1932). Because the tasks in static problem solving are non-changeable, researchers can easily build the assessment environment even with the traditional paper-and-pencil methods.
In 2003, problem-solving was measured in the PISA assessment project for the first time (OECD, 2003). The paper-and-pencil test focused on static problem solving (it was named analytical problem solving in PISA 2003; OECD, 2003, 2004). Three types of problems were included in the assessment which were (1) decision making (required the problem solver to make his/her decision among alternative options to reach the goal); (2) system analysis (the problem solver needs to understand the structure of a complex system which contains several interrelated problems); and (3) fault finding (required the problem solver to use his/her causal understanding to find out why a system is not performing as it is expected) (OECD, 2003). The problems "were presented in real-life contexts from school and work situations or personal life" (Greiff et al., 2013, p. 75). The items provided static information and the problem solvers needed to analyze this information to solve the problem (Greiff et al., 2013). The relevant information was printed on paper. The systems and problems were described by words and pictures. The problem solvers were required to read and understand the text and use the relevant information to solve the problems (OECD, 2003). Fig. 2.4 shows an example item from the test. It is a fault finding item, which requires the problem solver to use the given information to figure out what the possible reasons could be for the failure of air to come from the hose.
After nine years, in 2012, PISA conducted the problem-solving assessment for the second time. The problems involved in the PISA 2012 problem-solving assessment were divided into two types, interactive and static. The medium of the test changed from paper-and-pencil testing to computer-based assessment. Fig. 2.5 shows a sample item for a static problem-solving item in PISA 2012. This item is named “Robot Cleaner”. It contains an animation as stimuli, which shows the behaviour of a robot vacuum cleaner in a room. Students can run the animation as many times as they need to observe the behaviour of the cleaner to collect necessary information. This item belongs to the scope of second generation computer-based tests (see section 2.3.1). Even though the information was delivered to the students by animation and not on paper, this item can still be considered as “static” since students could not change the behaviour of the vacuum cleaner or aspects of the environment (OECD, 2014a).
With the development of problem solving research, researchers have started to consider the limitations of paper-and-pencil assessment methods. In real world environments, when dealing with problems, most problem solvers would have been likely to have an interaction with the problem, and use the interactions to gather relevant information. They would try out different options, see the responses from the system and use the information and experience to solve the problem (Greiff et al., 2013; Novick, & Bassok, 2005) However, in the static problem-solving assessment, the problem solver was not able to have the interaction with the problem like in real life. Another important point is that in paper-and-pencil assessments, as well as in the first and second generation computer-based testing, it is impossible to simulate the dynamic interaction between the problem and the problem solver as it occurs in real life. Even static problem-solving assessment has its own advantages; for example, it is easy to be designed and conduct, but still researchers were thinking about using new assessment methods and tools to overcome its limitations and problems, which resulted in the third-generation problem solving test used in the PISA 2012 assessment.

**Fig. 2.5** Example of a static problem-solving item in PISA 2012 (OECD, 2014a, p. 42)
2.3.3 Assessment of interactive problem solving

The third-generation computer-based test techniques and theories opened the gate to measuring problem solving from a different perspective and applying interactivity between the test stimuli and the problem solver. Basically, there are two approaches used in interactive problem solving measures (based on Buchner, 1995):

(1) Computer-simulated microworlds similar to real world and composed of a large number of variables. Gardner, & Berry (1995) developed microworld models simulating a medical system. Moray, Lootsteen, & Pajak (1986) developed a microword about industrial production; and the famous scenario “Lohhausena” containing more than 2 000 variables must be also mentioned (Dörner, 1980; Dörner, Kreuzig, Reither, & Stäudel, 1983). In all of the cases ad hoc constructed scenarios are used to demonstrate individual differences in this approach (Greiff, & Funke, 2017). Due to its high complexity, this approach requires a long testing time.

(2) Simplistic, artificial, but still complex problems following certain construction rules, e.g. the DYNAMIS-approach (based on linear structural equation systems) designed by Funke (1992). Systematically constructed scenarios are used to demonstrate the effects of system attributes in this approach (Buchner, 1995).

From a psychometric point of view, regarding the time needed for the data collection, the reality and scalability of the problems, the validity and reliability of the test both approaches have several advantages and disadvantages (Greiff, 2012). The previous one mirrors more the problems present in real life, while the second one has favorable attributes from an assessment point of view. For example, the difficulty level of the Lohhausen problem is hard to set and its data collection lasts several hours, thus the problem is not really scalable and applicable in educational contexts, in school-based data collections, while the artificial problems in the DYNAMIS-approach are easy to scale and the administration of a single problem lasts only a few minutes. The single sub-solutions of the Lohhausen type problems are strongly connected to each other, while it is relatively easy to develop a test, having
independent items with good psychometric indices in the DYNAMIS approach. The common feature of the two approaches is that both are realizable only in computer-based environment.

A sub-type of DYNAMIS approach, minimal complex systems, is proposed as an effective method of interactive problem-solving assessment (Funke, 2014; Greiff et al., 2012). The minimal complex systems contain most (or even all) of the features of a complex system (complexity, dynamics, polytely and intransparency; see Funke, 1991). But meanwhile, it contains low values for the parameters. Thus, it reduces the testing time to a minimum, especially if we compare it to the extremely difficult Microworlds.

Nowadays, the minimal complex system approach is widely accepted and employed by researchers for designing interactive problem-solving assessment (see Csapó, & Molnár, 2017; Greiff, Krkovic, & Hautamäki, 2015; Greiff, & Wüstenberg, 2014). It also has been applied in one of the most prominent large-scale assessment projects, in the PISA 2012 problem-solving assessment (OECD, 2014a).

We can distinguish two sub-approaches within the second approach: MicroFIN and MicroDYN, both using minimal complex systems (Greiff, & Funke, 2017). The MicroFIN approach uses the formalism of finite state automata (FSA) to model systems with discrete variables (Buchner, & Funke, 1993). The basic elements in MicroFIN include input signals, output signals, states and the state transitions (qualitative, e.g. from alarm mode to snooze mode, Funke, 2001) between them. A simple finite state automata is shown in Fig. 2.6. This finite state automata contains three states, $z_0$, $z_1$, and $z_2$. Two input signals, $x_1$ and $x_2$, can leads to state transitions and create three possible output signals, $y_1$, $y_2$, and $y_3$, depending on the reached state (Funke, 2001).
In the MicroFIN approach, the problem solver has to gather information by changing the state (0 or 1) of the input variables and finding out how these are related (state-transitions) to the output variables (knowledge acquisition). In the second half of the problems, they have to reach the given goal (knowledge application). In contrast to the MicroDYN problems, in problems developed on the MicroFIN approach numbers and quantitative values do not play a role. Exploration in the MicroFIN problem environment requires a step-by-step analysis of the state transitions. In each of the problems there are at least as many exploration steps required from the problem solvers as there are different state transitions. For instance, the “MP3 Player” task in the PISA 2012 problem-solving assessment is a typical MicroFIN problem (see Fig. 2.7). The task tells students that they have been given a MP3 player by a friend (OECD, 2014a). The system contains three clickable buttons (input – with 2 states: 0 and 1). After the buttons are clicked, the system changes (state transitions) and provides output information. Students have to interact with the system by changing the states of the input variables to find out how it works, and answer questions about the internal rules of the system, or set the system to required state (e.g. Rock, Volume 4, Bass 2) (OECD, 2014a).
Unlike MicroFIN, MicroDYN is also based on multiple complex systems within the linear structural equation (LSE) framework (Funke, 2001). Moreover, problems in the MicroDYN approach use variables in a quantitative way. In this approach, the relations between input variables and output variables can be described by linear structural equations. Each MicroDYN task contains up to three input variables (represented by A, B, and C), which are related to up to three output variables (represented by X, Y, and Z, see Fig. 2.8; Greiff et al., 2013).

![Diagram of a typical MicroDYN task with direct effects, side effect and eigendynamics](image)

**Fig. 2.8** Structure of a typical MicroDYN task with direct effects, side effect and eigendynamics (Greiff et al., 2013)
The relations between the input and output values are various. Causal relations between input variables and output variables are called direct effects, while the effects originating and ending with output variables are known as indirect effects (Greiff et al., 2013). Indirect effects can involve an output variable influencing another output variable (side effects, see Fig. 2.8: Y to Z) or influence itself (eigendynamics, see Fig. 2.8: X to X) (Greiff et al., 2013). Similarly to MicroFIN, the assessment contains two phases, knowledge acquisition and knowledge application. In the knowledge acquisition items, students have to interact with the system by changing the values of input variables, and observe the corresponding changes of output variables, so as to find out the relationships between input and output variables. In the knowledge application part, students have to solve the given problems by assigning appropriate values to the input variables, to make the output variables reach the required range (Molnár, & Csapó, 2018).

The “Climate Control” problem in the PISA 2012 assessment is based on the MicroDYN approach (see Fig. 2.9). In this task, students have to figure out how to use an air conditioner without instruction. The virtual air conditioner contains three controls (input); students can operate these controls to vary temperature and humidity levels (output), and the output information is demonstrated in both numeric and graphical forms (OECD, 2014a). In the first phrase (knowledge acquisition) of the problem, students have to find out which control variables have an effect on the output variables, more specifically, which input variable is connected to which output variable(s). In the second phase of the problem solving process, students have to operate the system by reaching the given target values of the output variables (temperature and humidity) within four steps and a given time frame (knowledge application) (OECD, 2014a).
MicroDYN and MicroFIN have some common features. Both approaches allow for developing problems in the same structure consisting of knowledge acquisition and knowledge application, and sharing one principle, namely “the identification of an unknown dynamic device and the subsequent control of this device” (Greiff, & Funke, 2017, p. 100). However, “MicroDYN tasks yield the advantage of being homogenous and adding up to a narrow but reliable test set (low bandwidth, high fidelity), MicroFIN tasks are closer to real life and more heterogeneous in the skills they test (high bandwidth, low fidelity)” (Greiff, & Funke, 2017, p. 100) The feasibility, reliability, and effectiveness of these two approaches are proved by a large number of empirical studies (e.g., Csapó, & Molnár, 2017; Greiff, & Wüstenberg, 2014; Neubert, Kretzschmar, Wüstenberg, & Greiff, 2014; OECD, 2014a).

However, there are still some criticisms about MicroDYN, MicroFIN and other interactive problem-solving assessment instruments. Most of these instruments' “system behavior that are completely predictable and stable” (Dörner, & Funke, 2017, p. 1153), so it inevitably has some drawbacks when simulating the ill-defined problems which people are facing in real life. For example, Dörner and Funke (2017) pointed out that the problem-solving strategies in the MicroDYN approach are the
simplistic version of the real-life problem-solving rules and principles. They believed it is hard to imagine how people apply the strategies which are the most effective in the MicroDYN approach to solve the real-life, complex, ill-defined problems. Therefore, instruments like MicroDYN and MicroFIN, even though their reliability and effectiveness have been proved by many studies, still have the great possibility to be improved.

2.3.4 Beyond individual testing of problem solving: assessment of collaborative problem solving

Collaborative problem solving, a hotly debated sub-type of problem solving, extends the problem-solving research to a new dimension. Collaborative problem solving “is a complex process that requires participants to externalize their individual problem-solving processes and to co-ordinate these contributions into a coherent sequence of events” (Hesse, Care, Buder, Sassenberg, & Griffin, 2015, cited by Care, & Griffin, 2017, p. 229). Moreover, researchers in PISA defined collaborative problem solving as “the capacity of an individual to effectively engage in a process whereby two or more agents attempt to solve a problem by sharing the understanding and effort required to come to a solution and pooling their knowledge, skills and efforts to reach that solution.” (OECD, 2017b, p. 6).

Technically, collaborative problem solving can be seen as one kind of interactive problem solving, but it contains unique interactions between problem solvers. In collaborative problem solving, problem solvers are not only required to interact with the task, but also with other problem solvers (OECD, 2013). Apart from the cognitive skills required in the individual interactive problem-solving process, collaborative problem solving also needs some social skills (Care, & Griffin, 2017) such as the ability to recognize the points of view of others in a group; to effectively share knowledge, experience, and expertise with each other; to identify what needs to be contributed to the collaboration work; and the ability to build and develop group knowledge and understanding as a team member (Greiff et al., 2014). The collaborative problem-solving assessment is also an attempt to assess students’
performance and behaviour for solving ill-defined problem, because in the collaborative problem-solving assessment, “team members can neither control nor predict what other team members will do” (OECD, 2017b, p. 2).

In our modern society, social collaborative skills and teamwork skills are becoming more and more important (Autor, Levy, & Murnane, 2003). Collaboration between students also has been considered as a significant method for students to construct their knowledge (Vygotsky, 1978). Introducing collaboration into educational activities is one of the main tasks for the online education designers (Worthington, & Wu, 2015). Therefore, collaborative problem solving has been proposed to fulfill this kind of requirements. As one of the important 21st century skills, collaborative problem solving is getting more attention. For example, OECD used collaborative problem-solving assessment to replace individual problem-solving assessment in PISA 2015 (OECD, 2017b). Fig. 2.10 shows one of the PISA sample items from the field of collaborative problem solving.

![Image of a collaborative problem-solving assessment in PISA 2015](Fig. 2.10 Sample problem from the PISA 2015 computer-based collaborative problem solving assessment (OECD, 2017b, p. 62))
Compared with individual interactive problem-solving assessment, collaborative problem-solving assessment is much harder to be designed because its assessment variables, in terms of social skills, are more complex and harder to be controlled (Krkovic, Pásztor-Kovács, Molnár, & Greiff, 2014). The interactions between problem solvers are the keystone and difficulty in the collaborative problem-solving assessment design. There are two major methods to realize the interaction, these are the “Human-to-Human” and the “Human-to-Agent” approaches (Care, & Griffin, 2017; Pásztor-Kovács, 2018).

The “Human-to-Human” approach means that students interact with each other directly, and this approach can help the students to become more engaged and motivated to collaborate with their peers (Rosen, & Tager, 2013). But Rosen and Tager (2013) also pointed out that the “Human-to-Human” approach may not provide "enough opportunity to cover variations in group composition, diversity of perspectives and different team member characteristics in controlled manners" (Rosen, & Tager, 2013, p. 7), and that will significantly impact the analysis work for researchers.

In the “Human-to-Agent” approach, students will interact with each other by interacting with an agent. In most cases, the agent is the computer (Krkovic, Wüstenberg, & Greiff, 2016). The “Human-to-Agent” approach can ensure that students act as team members with different characteristics relevant to different interactive problem-solving situations (Rosen, & Tager, 2013). It can help researchers to realize stronger control, and it can provide more materials (e.g. chat record, log-file, etc.) for researchers to analyze and assess students' problem-solving process. However, Pásztor-Kovács (2018) argued that the Human-to-Agent collaborative problem-solving assessment is not able to provide test environments with realistic quality.

There are obvious differences between natural human and computer agents, as for a computer agent (based on the current technology) it is almost impossible to accurately imitate all human behaviours (Pasztor-Kovács, 2018). Care and Griffin
(2017) admitted that “it is still to be determined whether the H2A [Human-to-Agent] approach is consistent with, or different from, a construct defined by the analysis of H2H [Human-to-Human] interactions” (Care, & Griffin, 2017, p. 237). Therefore, further empirical and theoretical studies are still needed to evolve the collaborative problem-solving assessment methodology and design.

2.3.5 The challenges and potential of analyzing log-file data in problem solving environment

One of the greatest advantages computer-based assessment brings to problem-solving researchers is the availability and possibility of log-file analysis. In the context of computer-based assessment, students’ operations and interactions can be recorded by the assessment system. The record is called a log-file (Zoanetti, & Griffin, 2017). These records usually contain the keystrokes and mouse events (e.g. typing, clicking, dragging, dropping, cursor movement) (Zoanetti, & Griffin, 2017), or even eye tracking, head movement, or facial expressions (Krkovic et al., 2014; Van Gog, Paas, & Van Merriënboer, 2005). In most cases, each action would be recorded with a corresponding time stamp. These timestamped interaction data have been defined as the log-file data (Arroyo, & Woolf, 2005; Zoanetti, & Griffin, 2017).

The log-file data provides new possibilities for researchers to discover and conduct new forms of data analysis in educational assessment. In the majority of the classical educational assessments, the data analyses are only based on the answer data, particularly on the final performance data of the students. Log-file analyses, thus the log-file data are able to provide much richer information. It can be used to complete, deepen, and testify the analysis results which they received from the performance data. In the interactive problem-solving environment, log-file data have been used to explore students’ problem-solving behaviours (Tóth, Rölke, Goldhammer, & Barkow, 2017), exploration strategies (Molnár, & Csapó, 2018), test-taking motivation (Greiff, Wüstenberg, & Avvisati, 2015), thus help to gain a much deeper understanding of how the problem solvers interact with the problems, how they behave during the problem solving and test taking process.
However, unlike the performance data, the log-file data usually contain a certain amount of redundant and/or irrelevant data. An effective data cleaning is essential at the beginning of the log-file data analysis. Moreover, there are no certain or commonly used methods available for the log-file analyses. Based on the different research purposes, researchers should make their own decisions concerning what kind of log-file data they should collect, and what kind of log-file analyses methods they should employ (Zoanetti, & Griffin, 2017). The log-file data analysis can be considered as “an interdisciplinary challenge requiring subject matter experts, item developers, psychometricians and computer scientists to work together to extract, aggregate, model and interpret the data appropriately” (Tóth et al., 2017, p. 194).

2.4 Factors influencing problem solving achievement in educational context

According to section 2.2, the problem-solving process can be impacted by three aspects which are the problem solver, the task, and the environment (Frensch, & Funke, 1995). This study mainly focuses on how problem solvers' personal features can impact the problem-solving process. Therefore, in order to achieve this target, this study will ask all the participants to do the same tasks in a controlled environment.

The impact from the problem solver is mainly relevant with three main categories which are memory contents, information processing, and non-cognitive variables (see Fig. 2.11) (Frensch, & Funke, 1995). The following part will illustrate which factors will be included in this study from each of the three categories.

![Diagram of three categories for problem solver](image)

**Fig. 2.11** Factors of three categories for problem solver (Frensch, & Funke, 1995)
Section 2.2.1 introduced that problem-solving assessment should try to avoid the impact of examinee's knowledge storage in long-term memory. Based on Frensch and Funke’s (1995) theory, in the problem solving assessment everyone should be a novice (Frensch, & Funke, 1995). Thus, this section will not focus on problem solvers’ long-term memory, but on their working memory.

Working memory refers to a "brain system that provides temporary storage and manipulation of the information necessary for such complex cognitive tasks" (Baddeley, 1992, p. 556). Working memory is a concept which belongs to memory in the broad sense.

Baddeley (1992) proposed a model to indicate the components and structure for working memory (Fig. 2.12). Based on Baddeley’s (1992) theory, working memory has three components: visuospatial sketch pad, central executive, and phonological loop. The phonological loop and the visuospatial sketch pad responsible for processing the acoustic and visual information, respectively. To be more detailed, “the articulatory or phonological loop was assumed to be responsible for maintaining speech-based information, [...] whereas the visuospatial sketch pad was assumed to perform a similar function in setting up and manipulating visuospatial imagery” (Baddeley, 1992, p. 557). Central executive is the core component for working memory, it is described as an attentional-controlling system, meanwhile it can also coordinate visual and acoustic information, and exchange information with the long-term memory (Baddeley, 1992).
Some previous studies pointed out that the capacity of working memory can influence one’s reasoning process (Greiff et al., 2015; Söderqvist Bergman Nutley, Ottersen, Grill, & Klingberg, 2012). Furthermore, working memory proved to be deeply connected with intelligence (Ackerman, Beier, & Boyle, 2005; Jaeggi, Buschkuehl, Jonides, & Perrig, 2008). Kyllonen and Christal’s (1990) study showed a strong positive correlation (r=.90) between working memory capacity and fluid intelligence. Moreover, the problem solver needs to use working memory to store or transform some essential information during the problem-solving process (Oberauer, Süß, Schulze, Wilhelm, & Wittmann, 2000). According to Sweller (1988), working memory could contain the following pieces of information: (1) the problem-solving strategies which potentially be used; (2) the known variables such as the current and previous strategies the solver selected and the states which have occurred; and (3) the unknown variables which are needed in the information processing approach. The information in working memory can be transformed (e.g. from unknown to known), added, or deleted (Sweller, 1988). Therefore, the capacity of one's working memory is influencing their performance in cognitive processes which include problem solving (Fukuda, & Vogel, 2009). Passolunghi and Siegel (2001) reported that the deficit in the capacity of working memory will cause difficulties during the information processing approach and may lead to failure in problem solving.
Previous empirical studies have proved the connections between working memory and problem solving. A small-scale assessment (N=69) conducted by Andersson (2006) found that working memory has significant correlation ($r>.25$) with problem solving in specific domains (e.g. Mathematics). Swanson and Beebe-Frankenberger’s (2004) study also reported that significant correlation can be detected between first-third grade students’ working memory and their problem solving skill regarding word processing ($r=.54$). By contrast, Bühner, Kröner, and Ziegler’s (2008) study focused on the relationships between working memory and domain-general problem solving. Their study drew a sample of $N=144$ undergraduate students. It measured working memory as storage in the context of processing and coordination, and problem solving as two dimensions rule knowledge (generally the same as knowledge acquisition) and knowledge application. The structural equation modeling results indicated that working memory had significant predicting power for both rule knowledge ($\beta=.40$) and knowledge application ($\beta=.40$) the two dimensions of problem solving. Thus, based on the theoretical and empirical studies, working memory is considered as one of the important influencing factors of problem solving.

2.4.2 Information processing

Nowadays, several studies have been published using the information processing approach. Inductive reasoning, combinatorial reasoning skills, and creativity have been most frequently mentioned as component skills of problem solving.

Reasoning skills. Reasoning is a kind of general thinking skill (Pellegrino, & Glaser, 1982), normally “understood as a generalized capability to acquire, apply and transfer knowledge” (Molnár et al., 2017, p. 127). It had significant influence in almost all higher-order cognitive skills and processes (Csapó, 1997; Söderqvist et al., 2012), which include knowledge acquisition and knowledge application (Bisanz, Bisanz, & Korpan, 1994; Hamers, De Koning, & Sjötsma, 2000; Molnár et al., 2017) and the general problem-solving process (Molnár et al., 2013; Tomic, 1995). In this study, two major reasoning skills, combinatorial reasoning and inductive reasoning, have been chosen for analysis because their influence on problem solving has been
discussed most frequently in previous studies.

According to Adey and Csapó’s (2012) definition, combinatorial reasoning is the process of creating complex constructions out of a set of given elements that satisfy the conditions explicitly given or inferred from the situation. In this process, some cognitive operations, such as combinations, arrangements, permutations, notations, and formulae will be employed (English, 2005). The capacity of creating constructions or combinations can be defined as three levels, which are (1) “use random listing procedures, without trying to find a systematic strategy”, (2) “use trial and error, discovering some empirical procedures with a few elements”, and (3) “discover systematic procedures of combinatorial construction” (Batanero, Godino, & Navarro-Pelayo, 1997, p. 182). Dubois (1984) classified six basic types of the combinatorial models:

1. Ordered distributions of different objects in different containers.
2. Ordered distributions of different objects in identical containers.
3. Non-ordered distribution of different objects in different containers.
4. Non-ordered distributions of different objects in identical containers.
5. Distributions of identical objects in different containers (because the objects are identical, the order is irrelevant).
6. Distributions of identical objects in identical containers (order is irrelevant).” (Dubois, 1984, cited by Batanero, Godino, & Navarro-Pelayo, 1997, p. 183)

Combinatorial reasoning is one of the basic components of formal thinking (Batanero, Godino, & Navarro-Pelayo, 1997). The relationship between combinatorial reasoning and problem solving has been frequently discussed. English (2005) proved that combinatorial reasoning has essential meaning in several types of problem situations, such as problems requiring the systematic testing of alternative solutions. Moreover, Newell (1993) pointed out that combinatorial reasoning is applied in some key activities of the problem-solving information processing such as strategy generation and application. Its functions include, but are not limited to, helping problem solvers to discover relationships between certain elements and concepts, promoting their fluency of thinking when they are considering different strategies.
(Csapó, 1999), and identifying all possible alternatives (OECD, 2014a). Moreover, even if problem solvers prefer a trial-and-error method in the interactive problem-solving environment, higher-level combinatorial reasoning skills can help them to summarize experience of failure and organize possible solutions. However, of the majority of studies discussed the relationship between combinatorial reasoning and problem solving from a theoretical point of view (see Batanero, Godino, & Navarro-Pelayo, 1997; English, 2005), and there is still a lack of empirical studies which directly describe the influence of combinatorial reasoning to problem solving in the quantitative way. This study is going to fill this gap.

Inductive reasoning is another reasoning skill which has been most frequently discussed by literature. Currently it does not have a universally accepted definition. Molnár et al. (2013) described it as the cognitive process of acquiring general regularities by generalizing single and specific observations and experiences, while Klauer (1990) defined it as the discovery of regularities that relies upon the detection of similarities and/or dissimilarities concerning the attributes or relations to or between objects. Sandberg and McCullough (2010) provided a general conclusion of the definitions of inductive reasoning, that it is the process of moving from the specific to the general.

Csapó (1997) pointed out that inductive reasoning is a basic component of thinking, and it forms a central aspect of intellectual functioning. Some studies have also discussed the role of inductive reasoning in the problem-solving environment: such as Mayer (1998) stated inductive reasoning will be applied in information processing during the process of solving general problems; Gilhooly (1982) also pointed out inductive reasoning also plays a key role in some activities in the problem-solving process like hypothesis generation, and hypothesis testing. Moreover, inductive reasoning’s influence on both knowledge acquisition and knowledge application has been analyzed and demonstrated in earlier studies (Hamers, De Koning, & Sijtsma, 2000; Molnár et al., 2013).

As introduced in section 2.2.2, interactive problem-solving tests based on the MicroDYN approach require the problem solver to discover, understand, and apply
the relations between input and output variables. And the required ability largely overlap with the structure of inductive reasoning (Fig. 2.13) which was introduced by Klauer (1996). Therefore, theoretically speaking, the development level of inductive reasoning has the great possibility of influencing one’s problem-solving achievement in the MicroDYN approach.

**Fig. 2.13** Structure of inductive reasoning (Klauer, 1996, p. 38)

Empirical studies also provided the evidence that inductive reasoning and problem solving are connected. Based on the results of a large-scale assessment (N=2,769), Molnár et al. (2013) showed that inductive reasoning significantly correlated with 9-17 years old students’ domain-general problem solving achievement (r=.44-.52). Greiff et al. (2015) conducted a large-scale assessment project (N=2 021) in Finland to explore the connections between fluid reasoning skills and domain-general complex problem solving. The study measured fluid reasoning as a two dimensional model which consisted of deductive reasoning and scientific reasoning and included inductive thinking processes (Greiff et al., 2015). The results drawing on on structural equation modeling indicated that fluid reasoning which were partly based on inductive reasoning had significant and strong predictive effects on
both knowledge acquisition ($\beta = .51$) and knowledge application ($\beta = .55$), the two dimensions of problem solving. Such studies have suggested that inductive reasoning might be one of the component skills for problem solving.

**Creativity.** There is no unique, universally accepted definition of creativity. According to Robinson (2009, p. 67), creativity means the ability to take "the process of having original ideas that have value". Amabile (2012, p. 2) defined creativity as "the production of ideas or outcomes that are both novel and appropriate to some goal". Pásztor, Molnár, and Csapó (2015, p. 33) summarized the definitions of creativity discussed in some earlier studies (Piffer, 2012; Plucker, Beghetto, & Dow, 2004; Runco, & Jaeger, 2012; Simonton, 2012) and stated that most of the definitions claimed creativity to be the ability to take acts which can "result in output which is novel and has some sort of value".

Creativity is one of the most important 21st-century skills (Binkley et al., 2012). It plays an important role in people's work, study and life in the 21st century (Pásztor, Molnár, & Csapó, 2015).

Creative ideas are often required in the problem-solving process (Pásztor, Molnár, & Csapó, 2015). Creativity can help the problem solver by creating or selecting the proper problem solving strategies. According to the second level analyses of the PISA results, OECD (2014a) published that the lack of creativity may lead the problem solver to arrive to less successful problem solutions if these are problems they are not familiar with or have never met before. Creativity can also help people to find and locate the problem in their real life (Okuda, Runco, & Berger, 1991). To sum up, the result of former empirical studies suggest that creativity might belong to the thinking skills which has a correlation with students’ problem-solving skills and strategies (Binkley et al., 2012; Herrmann, 1995).

Some empirical studies have also discovered the connections between creativity and problem solving. Casakin (2007) studied 65 undergraduate architecture students. Significant and strong correlations were detected between these students’ general level of creativity and problem solving skills in the field of architecture design ($r = .50-.77$). Basadur, Wakabayashi and Graen (1990) conducted an experiment
with a group of company employees (N=156). They arranged a training session in creative thinking and observed the participants’ problem-solving strategies and performance before and after the training. Results indicated that participants became better problem solvers with more active attitude after the creative thinking training program (ANOVA F=3.8, p<.05).

2.4.3 Non-cognitive variables

Problem solving achievement can also be impacted by some non-cognitive factors. The factors can be divided into two categories which are personality (e.g. motivation) and social (e.g. parents' education) (Frensch, & Funke, 1995) factors. There are several studies focusing on the influence of non-cognitive variables on problem-solving. The following part of the dissertation illustrates some typical cases.

Test-taking motivation. Motivation has an important influence on people's mental and practical activities (Vroom, 1964; Hackman, & Oldham, 1976). Frensch and Funke (1995) reported that motivation can "influence the way people attempt to understand and control a dynamic system" (Frensch, & Funke, 1995, p. 54), and the success of the problem solving process is also impacted by the problem solver's motivation. In most of the cases, assessments which are focusing on students’ level of problem solving skills are low-stakes testing, thus the results have no or little consequence for the test-takers’ future and school success (Cole, David, & Tiffany, 2008). Most of the projects including problem-solving assessment are used for accountability purposes by monitoring students’ problem solving achievement to compare the efficacy of the different educational systems in the field of 21st century skills. Sometimes the students even cannot get personal feedback after the data collection.

Several studies indicated that in low-stakes testing situations students might not be motivated enough to do their best (Finn, 2015; Mislevy, 1995). Theoretically speaking, test-takers’ performance in a problem-solving assessment might be lower than their true level if they have low test-taking motivation. This situation will lead to an underestimated result, damaging the validity of the assessment in a certain level
Therefore, we concluded that it is necessary to monitor students’ test-taking motivation during the problem solving process.

**Age and gender.** Students' problem-solving skills develop with age. Fig. 2.14 shows the developmental curve of complex problem solving based on a large scale assessment conducted in Hungary (Molnár, Greiff, & Csapó, 2013). The development spans several years offering opportunities for the enhancement and can be described with a logistic curve. The fast-growing phase, the most sensitive period of enhancement was observed between Grades 5 and 8 (Age 12-15), thus this is the most effective time to enhance students’ problem solving skills.

![Developmental curve of complex problem solving](image)

**Fig. 2.14** Developmental curve of complex problem solving (Molnár, 2016)

Students with different genders have different performance in problem-solving assessments (Wüstenberg et al., 2014). According to the PISA 2012 data, the average difference between 15-year-old girls’ and boys’ problem solving skills is 7 score points (boys perform better) (OECD, 2014a). Similarly, some studies also pointed out males’ considerable advantage regarding problem-solving (e.g. Wittmann, & Hattrup, 2004; Wittmann, & Süß, 1999). Wittmann and Hattrup’s (2004) study puts forward a point of view that males may employ more efficient strategies while dealing with complex problems, thus gain the advantage in the assessments. Moreover, the PISA 2012 results showed that girls performed better on items measuring planning and
executing aspects, while boys performed better on items which measuring the representing and formulating aspects.

*Family situations.* Family situation such as the parents' education and occupation are impacting children's educational achievements (Dubow, Boxer, & Huesmann, 2009; Sewell, & Shah, 1968). Students with “home advantages tend to enjoy stronger support for educational and career aspirations and becoming a strong learner.” (Artlet, Baumert, Julius-McElvany, & Peschar, 2003, p. 60) Artelt et al. (2003) reported that students with better family background showed greater interest in some school subjects such as reading and mathematics, and were more willing to pursue a higher education degree. Moreover, students with better family background also showed higher self-confidence in school activities, and this situation remarkably benefited their learning (Artelt et al., 2003). Therefore, there is reason to believe that a better family situation could be an advantage for students regarding their development of cognitive skills, including the problem-solving skills. Some empirical results supported this assumption. For example, in the PISA 2012 problem-solving assessment, students with better socio-economic status showed remarkably higher performance in the problem-solving assessment (OECD, 2014a). Similarly, Csapó and Molnár’s (2017) study indicated that students’ mother’s education level is significantly correlated with their performance in the knowledge acquisition phase of problem solving (r=.08, p<.01).

*Learning strategies.* Learning strategies are “the plans students select to achieve their goals: the ability to do so distinguishes competent learners who can regulate their learning”(Artlet et al., 2003, p.13) Students’ usage and preferences of learning strategies have been proven to affect not only their learning efficiency, but also the way in which they process information (Riding, & Rayner, 2013). Artelt et al. (2003) also pointed out that when applying a specific type of learning strategy, such as memorization or elaboration strategy, corresponding information processing skills will be employed. Base on this fact, if students use different learning strategies in their daily learning activities, they might have different development level of their information processing skills, which influences their problem-solving achievement.
Moreover, some learning strategies (e.g. control strategy, Artelt et al., 2013) reflect students’ conscious regulation of learning, and the use of this group of strategies has the possibility to influence students’ behaviour in not only their daily learning activities, but also in experimental research (Willoughby, & Wood, 1994). As an example, Molnár et al. (2017) discussed that students’ learning strategies influence their adoption of exploration strategies during the problem-solving process. Some empirical studies have found connections between the use of learning strategies and problem-solving achievement. For example, Csapó and Molnár (2017) assessed a group (N = 1,468) of Hungarian first-grade university students’ problem-solving achievement and learning strategies. The results showed that students’ problem-solving achievement had positive correlations with elaboration strategies (r=.07-.12, p<.05), and negative correlations with memorization strategies (r=−.07−.24, p<.05).

2.5 Students’ exploration strategies in interactive problem solving in the MicroDYN approach

Wüstenberg et al. (2012) stated that creation and implementation of strategic exploration are the core actions of the problem-solving task. Effective information exploring and generating is the key to successfully solve a problem. Wittmann and Hattrup (2004) illustrated that “riskier strategies [create] a learning environment with greater opportunities to discover and master the [problem's] rules and boundaries” (p. 406). Thus, when gathering information about a complex problem, there may be differences between the exploration strategies in terms of efficacy. The MicroDYN scenarios, as the simplification and simulation of the real world problem-solving context, will also be influenced by the adoption and implementation of exploration strategies.

The isolated variation exploration strategy has been frequently discussed and mentioned in IPS research. The isolated variation strategy can also be referred to as the “Vary-One-Thing-At-A-Time-Strategy” or VOTAT (Vollmeyer, Burns, & Holyoak, 1996). To be more specific, with the VOTAT strategy “the problem solver
systematically varies only one input variable, while the others remain unchanged. This way, the effect of the variable, that has just been changed, can be observed directly by monitoring the changes in the output variables” (Molnár, & Csapó, 2018, p. 2). The VOTAT strategy contains several types of strategies, which will be discussed in the following sections.

Some previous studies have indicated that students who are able to apply VOTAT are more likely to achieve higher performance in a problem-solving environment (Greiff, Molnár, Martin, Zimmermann, & Csapó, 2018), especially if the problem is a minimal complex system (such as MicroDYN) (Fischer Greiff, & Funke, 2012). Based on the findings from Lotz, Scherer, Greiff, and Sparfeldt’s (2017), the efficient use of VOTAT is associated with higher levels of intelligence, and efficient exploration behaviour can lead to a better problem-solving performance. Molnár and Csapó (2018) also conducted an empirical study to explore how students’ exploration strategies influence their performance in the interactive problem-solving environment. They measured a group of (n = 4,371) 3rd to 12th-grade (aged 9-18) Hungarian students’ problem-solving achievement and modeled students’ exploration strategies. This result has confirmed that students’ exploration strategies are influencing their problem-solving performance. For example, conscious VOTAT strategy users proved to be the best problem solvers.

2.6 Cross-cultural assessment of problem solving

2.6.1 Problem-solving research in China

Domain-general interactive problem solving has been widely assessed in Europe, but not outside of it, in the USA or in China. Much of the research in both countries has focused on domain-specific and not on domain-general problem solving. In the following we summarize the main research findings in the field of problem solving in Asian context.

There are many academic articles written in Chinese that talk about the importance of problem solving in different subjects learning, such as science (Wang,
& Zhang, 2003), medicine (Zhu, 1997) and mathematics (Cai, & Nie, 2007; Li, 2010). Two Chinese researchers, Cai and Nie (2007), stated their goal of "teaching problem solving in the classroom is to develop students' problem solving skills, help them acquire ways of thinking, form habits of persistence, and build their confidence in dealing with unfamiliar situations." (Cai, & Nie, 2007, p. 417) Besides, problem solving is often linked to the constructivism education. Liu (2001) stated that introducing problem solving into natural knowledge domain training can help student to construct their own knowledge system, develop students' cognitive skills, and provide motivation for students to do self-directed learning. Chinese researchers also stated that the usage of different kinds of problems in the subjects learning would encourage students to think and help to transfer and apply in practice what they learnt at school (Zhang, 2000; Liu, 2001; Tang, & Ren, 2006). These research projects in China also included some other orientations such as the discussion about strategies for using problem solving in the classroom and the roles of teachers and students (Cai, & Nie, 2007; Liu, 2001); the different thinking models for Chinese and foreign students in domain-specific problem solving (Cai, 2004; Cai, & Hwang, 2002); or the influence of textbook design and policy making on the application of problem solving in domain learning (Cai, 2004).

There barely exists any academic article in China, which discuss research on domain-general problem solving and its development beyond the PISA publications. China is one of the participants in the PISA assessment. This project is attracting Chinese society’s and researchers’ interest and attention. There are some heated discussions based on PISA and its results in both the Chinese media and academic community (Yang, 2014; Hu, 2014; Xie, & Liu, 2015). As introduced above, domain-general problem solving research is in the early, starting stage in China.

On the one hand, Chinese students belong to the top performers in the PISA problem solving assessment, but, on the other hand, the achievement proved to be significantly lower than expected based on the achievement in the three main areas (mathematics, reading and science) (see the following section 2.6.2). Thus, the research area of domain-general problem solving became an essential work for
Chinese educational researchers, it can be said that domain-general problem-solving research has a great potential in China.

2.6.2 Computer-based assessment of problem solving in China and in Hungary

PISA measured problem solving as one of the fourth areas (mathematics, reading, science, and problem solving) in 2003, 2012 and 2015 (Greiff et al., 2013). As introduced in section 2.6.1, unlike in European countries, there have barely been any domain-general problem-solving research project conducted in China.

PISA 2012 and 2015 are the only projects that include both China and Hungary, the two countries this study focuses on, thus they can provide direct information regarding students’ developmental level of problem-solving skills in these two counties. In our study we used the same construct, the same type of problem solving, in the same approach (MicroDYN) as it was basically measured in the PISA 2012 assessment (individual interactive problem solving). In the following we summarize the main PISA 2012 problem solving results regarding China and Hungary, for a top performer and for a low performer country.

China. Four cities participated in the PISA 2012 project in China: Macao, Hong Kong, Shanghai and Taipei (OECD, 2014b). Due to political and historical backgrounds, these four cities have large differences in their governmental and educational system. Therefore, in PISA, these four cities have been considered as separate entities. Among these four cities, Shanghai was representing mainland China, so the results for Shanghai students have been chosen for a detailed analysis.

Chinese students got score mark 536 in the problem-solving assessment and ranked as sixth among all the participating countries and regions. It was a very high mark and far higher than the average (OECD, 2014a). Fig. 2.12 shows the score and rank for each participating country and region. Chinese (Shanghai-China) students' mark was in front of the list (Fig. 2.15), which was better than that of the United States and European countries.

Based on students' performance, the PISA problem solving expert group distinguished six quantitatively different levels of problem solvers. Students
performing at Level 5 or 6 were referred to as "top performers". The proportion of "top performers" for the Chinese students was 18.3%, which was higher than the average proportion of 11.4% (OECD, 2014a). The variation of Chinese students' problem-solving performance was not high, the standard deviation was 90, which was lower than the average (96) (OECD, 2014a). In conclusion, Chinese students' problem-solving skills had a high integral level.

Fig. 2.15 Students' performance in the PISA 2012 problem solving assessment

(OECD, 2014a, p. 52)

Despite of the very high achievement, one important issue has been identified regarding the Chinese performance. Mathematics, reading and science are measured as fix, so called main domains in every PISA cycle. It was the case in 2012, too. In the
international ranking, China was the top performer, having 1st place on each of the lists. However, this was not the case in the problem solving assessment module, where the same students were ranked for the 6th place, which was far lower than expected based on their achievement level on the three main domains. Moreover, with this difference they had the almost largest difference between the real and the expected performance level of problem solving (Fig. 2.16).

![Fig. 2.16 Relative performance in problem solving (OECD, 2014a, p. 69)](image)

**Hungary.** Hungarian students' problems solving performance was significantly lower than the average. It was ranked as the 33rd place out of 44 (see Fig. 2.15). The percentage of the top Hungarian 15-year-old performers was 4.1%, much lower than the average. Besides, the variation in students' problem-solving performance was big, the standard deviation 104, higher than the average (OECD, 2014a). 34% of the students achieved significantly lower than expected based on their achievement on the three main domains, which resulted in significantly lower achievement on the problem solving test than expected based on the performance on the other tests (which was also significantly lower than the average OECD achievement). The difference between Hungarian male and female students' performance was lower than the average and much lower than that of the Chinese students.
To sum up, the results of PISA 2012 problem-solving assessment indicated the importance of conducting a problem solving research in both China and Hungary to detect possible reasons for lagging behind, the huge differences and to establish the scientific foundations for further training programs. The problem solving skills of the Chinese students proved to be very high; however, it was much lower than expected. The Hungarian students showed generally unsatisfactory performance in the problem solving assessment. Thus, both Chinese and Hungarian students had the necessity and possibility to improve their problem solving skills. In order to reach this goal, we need to measure and analyze the developmental level of Chinese and Hungarian students’ problem-solving skills, to detect cognitive and non-cognitive factors influencing their achievement, and to map and compare the component skills of problem solving in China and in Hungary. It is the most important and foundational work which builds the bases of the present dissertation.
3. Research questions and hypotheses

The study aims to contribute to our further understanding of the cognitive construction, of the component skills of interactive problem solving (IPS), and highlight the similarities and differences that may exist between students from Hungarian and Chinese cultures.

Research on both domain-general problem-solving and computer-based assessment in educational context is still at the starting stage in China. Our study merges the two research directions and after detecting the reliability of computer-based assessment in school context, focuses on the assessment of 12-year-old students’ problem solving skills in domain-general and interactive context, using third generation computer-based tests. The result of the study shows similarities and differences in the influential and predicting factors of problem solving skills in international contexts.

Particularly, at the first stage, the study aims to testify the feasibility and reliability of computer-based assessment in Chinese educational context. Due to the fact that computer-based assessment of thinking skills (included but not limited to the thinking skills involved in this study) are frequently used and have been already implemented in Hungary (e.g. Csapó, & Molnár, 2017; Csapó, Molnár, & Nagy, 2014; Molnár, Greiff, & Csapó, 2013; Molnár et al., 2017), this does not belong to the aims of the present study.

Beyond the usage of computer-based assessment in educational context in China, the study aims to detect the nature of problem solving, especially interactive problem solving in the MicroDYN approach, by analyzing the dimensionality of IPS, testifying the component skills of IPS, and exploring further cognitive and affective factors, which influence students' achievement in IPS environment. Moreover, a comparison study between Chinese and Hungarian students have been conducted to explore the similarities and differences in the cognitive construction of IPS in European and Asian educational contexts.
The study thus intends to answer eight research questions:

RQ1. *Is computer-based assessment feasible in educational context in China? Particularly, how reliable can the third-generation online test of IPS, the second generation online tests of inductive reasoning, combinatorial reasoning, and creativity be applied in the Chinese cultural and school network environment?*

Each test was translated from Hungarian and English into simplified Chinese. The IPS tests have worked well in European countries, e.g. in Germany and Hungary, showing high reliability indices (see e.g., Greiff, & Wüstenberg, 2014; Molnár, Greiff, & Csapó, 2013) and proving that the application of the tests (IPS, inductive reasoning, combinatorial reasoning, creativity) are reliable, at least in European contexts.

All of the tests were designed so that it was possible to keep the influence of the cultural differences into the minimum level (no factual knowledge with the minimum level of reading, mostly using figural items). By the test adaptation process each of the used terms were carefully selected based on the Chinese students’ language use. Thus, we expect that all of the tests can be successfully implemented in China even in a computer-based format.

H1: *Computer-based assessment, as well as the tests in this study can be reliably applied in the Chinese cultural and school network environment.*

RQ2. *Is the behaviour of the tasks measuring knowledge acquisition and knowledge application as two dimensions of IPS in the MicroDYN approach independent of cultural context?*

Problems in the MicroDYN approach have two phases: knowledge acquisition and knowledge application (see section 2.3.3). These two phases have been proved as two dimensions of IPS in Hungary (Greiff et al., 2013). Based on the theories behind the MicroDYN approach, we assume that the IPS problems work similarly in China
and in Hungary, independently of the cultural context, and the model of problem representation and problem solution are composed of the two dimensions of knowledge acquisition and knowledge application.

H2: IPS is composed of two different processes, knowledge application and knowledge acquisition, independently of the cultural context. That is, a two-dimensional model was expected to show significantly better fit than a one-dimensional model with the two processes combined as one factor.

RQ3. Can IPS be measurement invariant across gender and nationality both in the contexts of Europe and Asia?

Measurement invariance is inevitable in cross-national studies if we want to compare the ability level of students. If measurement invariance is not holding, it is possible that the differences between students’ ability levels are influenced by group features or measurement occasion (i.e., time), that is – in the present case – they are varied due to their different cultural backgrounds and gender and not by the differences in their ability levels. During the test adaptation and translation process it can lead to measurement non-invariance if the meaning of the text changes, and this results in different reactions of the students with different backgrounds. The test adaptation and translation process in the present study have been double-checked by language experts, which should have minimized translation errors. Therefore, at this stage, we assume measurement invariance holds across nationality and gender,because the MicroDYN based IPS assessment has been proved to be measurement invariant across nationality and gender in the Hungarian and German cross-national research (Wüstenberg et al., 2014), and the PISA 2012 problem-solving assessment (part of the items were based on MicroDYN approach) worked well across countries (OECD, 2014a).

H3: IPS can be measurement invariant between male and female, and Hungary and
RQ4. *Can developmental differences in IPS be detected between Hungarian and Chinese 12-year-old students, 3 years before the PISA age?*

According to Molnár, Greiff, & Csapó (2013), students’ reasoning skills start to grow rapidly at around the age of 12 and tend to be stable at around age 15. Considering the big gap between 15-year-old Chinese and Hungarian students regarding problem solving skills identified by PISA 2012 (see section 2.6.2), we expect that this gap exists even a few years earlier, at the earlier stage of the developmental process of the reasoning skills. However, we expect a smaller gap between the Hungarian and the Chinese 12-year-old students than that is present at the PISA age.

H4: *Developmental differences in IPS can be detected between Hungarian and Chinese 12-year-old students.*

RQ5. *What kind of developmental differences can be identified across gender and nationality, between Chinese males and females, and between Hungarian males and females?*

There has been almost no IPS assessment project conducted in China beyond the PISA assessment. Thus, we can form our hypotheses only based on the PISA 2012 results. In the problem solving module of the PISA 2012 assessment, Chinese students significantly over-performed Hungarian students. Even though PISA focuses on 15-year-olds and not 12-year-old students, considering the huge gap between these two groups of students, we assume that Chinese students have a significantly higher performance than the Hungarian 12-year-old students. In PISA 2012, both Hungarian and Chinese boys performed significantly better than girls. Thus, we expected to get similar results from the comparison study. But considering that the sample size in
PISA is much larger than it is in this study, there is also certain possibility that no significant gender differences can be detected in this study.

H5: Chinese 12-year-old students have significantly better performance than Hungarian students in the same age group; Chinese and Hungarian boys’ performance is statistically higher or equal to that of the girls.

RQ6. Are inductive reasoning, combinatorial reasoning, and creativity component skills of problem solving? How strong is their predictive power on the problem solving achievement of Chinese and Hungarian 12-year-old students?

Thinking skills such as inductive reasoning, combinatorial reasoning, and creativity relate to problem solving according to several research results (Bisanz, Bisanz, & Korpan, 1994; Hamers, De Koning, & Sijtsma, 2000; Herrmann, 1995; Molnár et al., 2017) (see section 2.4.2). The present study claims that these thinking skills are component skills of problem solving, and have significant predictive power on both Chinese and Hungarian students’ problem solving achievement.

H6: Inductive reasoning, combinatorial reasoning, creativity are component skills of problem solving, which have significant predictive power on the problem solving achievement by Chinese and Hungarian 12-year-old students.

RQ7. Which factors influence Chinese and Hungarian students’ IPS achievement beyond thinking skills? How strong is the influential effect?

Previous studies pointed out that expect for the thinking skills, some factors (e.g. working memory, learning strategies, social-economic background factors) influence students’ problem solving achievements (see section 2.4.1 and 2.4.3). Based on previous studies, this study selected several important factors including working memory, gender, parents’ education, learning strategies, and test-taking motivation,
and expect that they will have a significant influential effect on students’ problem solving achievement.

H7: *The selected non-thinking skill factors (working memory, parents’ education, learning strategies, and test-taking motivation) have a significant influential effect on Chinese and Hungarian students’ IPS achievement.*

RQ8. *Do Chinese and Hungarian students employ different exploration strategies during the problem-solving process? How do their exploration strategies influence their problem-solving performance?*

Molnár and Csapó’s (2018) study has proved that Hungarian students’ exploration strategies are influencing students’ problem-solving performance. Therefore, the present study expects that the quality of students’ exploration strategies explains their performance in the IPS assessment at a certain level. Very few studies have been published on students’ exploration strategies in problem-solving environment in China. But according to Nisbett and Miyamoto’s (2005) finding, students’ cognitive styles, especially in the problem-solving environment, can be impacted by their cultural background. Considering that there is a significant cultural difference between China and Hungary, we hypothesize that Chinese and Hungarian students will employ different exploration strategies during the problem-solving process which fit better to their different cognitive styles.

H8: *Chinese and Hungarian students employ different exploration strategies during the problem-solving process. The adoption of different exploration strategy can lead to different problem solving performance.*
4. Pilot study: The feasibility of computer-based assessment of reasoning skills in China

4.1 Aims, research questions and hypotheses for the pilot study

The usage of computer-based testing in educational context is not very common in China, therefore at the first stage of the study it was necessary to detect the feasibility and applicability of computer-based assessment in China, and to make sure that the online assessment platform, eDia can be run in the Chinese network environment. Beyond testing the feasibility of computer-based assessment in China, in the pilot study we aimed to test the behaviour and psychometric indices of the newly adapted tests in the Chinese culture involved in the study. Thus, measuring the reliability of the tests was an essential work at this stage. The pilot study also provided the opportunity to run preliminary analyses and to achieve preliminary answers – at least on a methodology level – to the research questions referring to the component skills of problem solving. The databases – based on the pilot study – did not have the power to accurately answer the research questions regarding the component skills or problem solving, but it was able to confirm the feasibility of the data analysis, the feasibility of the planed research methodology and provided guidance for further study.

The pilot study aimed to answer research question RQ1 and verify hypothesis H1.

**RQ1.** Is computer-based assessment feasible in educational context in China? Particularly, how reliable can the third-generation online test of IPS, the second generation online tests of inductive reasoning, combinatorial reasoning, and creativity be applied in the Chinese cultural and school network environment?

**H1:** Computer-based assessment, as well as the tests in this study can be reliably applied in the Chinese cultural and school network environment.
4.2 Methods

4.2.1 The sample of the pilot study

As the main study aims was to explore students’ developmental level of problem solving at the beginning of the developmental phase (around 12 years of age, see Molnár, Greiff, & Csapó, 2013), the participants for the pilot study were drawn from a group of 12-year-old students. 50 Chinese students (27 boys; 23 girls) attended the pilot study. All of the participants were six graders (age mean=12.28, standard deviation=.50). According to the Chinese educational system, the participants were in the last year of the primary school.

4.2.2 Instruments

4.2.2.1 Computer-based, third-generation test of IPS

The computer-based test of IPS was developed in the MicroDYN approach (see section 2.3.3). The test contained 20 items with varying difficulty levels. Complexity was defined by the number of input and output variables and the number of relations based on the Cognitive Load Theory (Sweller, 1994). “Findings show that increases in the number of relations that must be processed in parallel in reasoning tasks consistently lead to increases in task difficulty” (Beckmann, & Goode, 2017, p. 5).

The items were originally developed in Germany (Greiff et al., 2012; Wüstenberg et al., 2012). Later on, they were adapted to many languages and applied in many countries, including Hungary (see Csapó, & Molnár, 2017; Greiff, Krkovic, & Hautamäki, 2016). In 2011 Molnár (2013) adapted the items developed in the MicroDYN approach to Hungarian, later she transferred all the items (Molnár, 2014) into the eDia platform (Molnár, & Csapó, 2013).

The IPS assessment instrument used in this study is based on this adapted version. The language was translated into simplified Chinese with language experts’ double checks (see Appendix A for the Hungarian-Chinese comparison of the Cat problem).
At the beginning of the test, participants were provided with video-based instructions about the usage of the user interface, including two warm-up tasks. Subsequently, students had to explore, describe and operate unfamiliar systems, they had to find out how input and output variables were interconnected, represent their knowledge in a situational model below the problem scenario (see Fig. 4.1; knowledge acquisition; Funke, 2001). In addition, in the second phase of the problem, they had to control the system by reaching given target values (knowledge application; see Greiff, Wüstenberg, & Funke, 2012; see Fig. 4.2). Students had three minutes to provide answers in each phase of the problem solving process. Fig. 4.1 and 4.2 provides the screenshot for the Cat problem.

**Fig. 4.1** Screenshot of the MicroDYN task Cat – First phase. [The original items were in Hungarian. The controllers of the input variables range from “- -” (value=-2) to “++” (value=+2). The current values of the output variables are displayed numerically (e.g., current value for Purring: 10) and graphically (current value: dots) (see Greiff, Wüstenberg, Molnár, Fischer, Funke, & Csapó, 2013).]
Each set of tasks (containing one knowledge acquisition item and one knowledge application item) had one fictitious cover story, thus the contents of the problems were not based on real knowledge, and the relationships between the input and output variables were artificial. Students’ content knowledge was therefore of no help to fill the gap between the insufficient information acquired from interaction and the successful solution to the problem. The items contained up to three input variables and up to three output variables.

**Fig. 4.2** Screenshot of the MicroDYN task Cat – Second phase. [The original items were in Hungarian. The controllers of the input variables range from “- -” (value=-2) to “++” (value=+2). The current values and the target values of the output variables are displayed numerically (e.g., current value for Activity: 10, target value: 21-23) and graphically (current value: dots; target value: red line). The correct model is shown at the bottom of the figure (see Greiff, Wüstenberg, Molnár, Fischer, Funke, & Csapó, 2013).]
Each of the input variables had 5 stages: +2 (++), +1 (+), 0, -1 (-), -2 (--). To operate the system, students must change the value of the input variables by clicking on the button with + or - sign or by using the slider connected to the respective variable. The history of the values of the input variables within the same problem and within the same scenario was presented on a graph connected to each input variable. The right part of the interface contained graphs indicating the values of each of the output variables.

Beyond the input and output variables, each scenario contained a Help, Reset, Application and Next button. The Reset button set the system back to their original status, the values of each of the input variables to zero and the values of each of the output variables to their original value. The Application button was designed for testing the effect of the currently set values of the input variables on the output variables. After clicking the Application button, the output variable(s) will have corresponding change in both numerical and figural formats. Within the same phase of each of the problem scenarios, the input values remained at the level for the previous input setting. The problem solver can press Reset to set it back to zero or change them manually to any value in the available scope. The test-taker also can click the Next button move to next scenario or phase. (Molnár, & Csapó, 2018).

In the first phase, in the knowledge acquisition phase, students were asked to explore the system and find the relationships between the input and the output variables. They were able to freely operate the system by changing the values of the input variables and applying as many trials for each MicroDYN scenario as they liked within 3 minutes. During these 3 minutes, they had to draw the concept map, that is, they had to draw the arrows between the input and output variables to present the relationships they found during the exploration. In the second phase, in the knowledge application phase of the problem-solving process, participants had to check their respective system using the right concept map presented on screen. Students had to let the output variables to reach the given target values by changing the value of input variables within a given time frame. In this phase, students were only allowed to have
four trials, that is, they could click on the Application button four or less than four times.

We also included IPS problems with an external manipulation-independent, internal dynamic effect, but excluded problems with multiple dependence effect in the study; also, there were no delayed or accumulating effects used in the problem environments executed. In the problems with eigendynamic (Greiff et al., 2013), output variables can influence themselves (introduced in section 2.3.3). Problem solvers cannot influence this effect directly, but they are detectable by adequate use of strategy.

The IPS tasks can be automatically scored by the eDia platform. If the test-taker successfully solves a problem within the time limitation, the system will record it as 1 score; otherwise it will be recorded as 0 score.

4.2.2.2 Computer-based, second-generation test of inductive reasoning

The inductive reasoning test contained 50 multiple-choice items, which consisted of four sub-constructs: figural series, figural analogy, number analogy and number series (Fig. 4.3). The development of this test has a long history.

Csapó (1997) developed a paper-and-pencil test of inductive reasoning consisting of number analogies, number series, verbal analogies and verbal series for higher graders, while Molnár (2011) developed a paper-and-pencil test of inductive reasoning for low graders including only figural items. Later on, Csapó, Molnár, & Tóth (2009) transferred these items from paper-and-pencil format to a computer-based format and scaled the items together, constructing an inductive reasoning competency scale (Molnár, & Csapó, 2011). The first computer-based data collection of these tests were carried out by the TAO platform (Testing Assisté par Ordinateur; Csapó, Molnár, & Tóth, 2009), while the refreshment of the test and test items, its colouring and the additional item development (Pásztor, Molnár, Korom, Németh, & Csapó, 2017) were connected to the eDia platform. The inductive reasoning test used in this study was developed by Pásztor, Molnár and Csapó (Pásztor, Hotulainen, Kupiainen, Molnár, & Csapó, 2018; Pásztor et al., 2017) and adapted from the eDia test version. The
assessment language was translated from Hungarian to English, then from English to simplified Chinese (see Appendix B), each translation stage was double checked by language experts.

Fig. 4.3 contains 4 items, which belong to figural series, figural analogy, number analogy and number series, respectively. Students had to discover the rules from the given pictures or numbers, and use drag and drop to put their answer into the yellow square.

Students’ score for the inductive reasoning test is automatically calculated by the eDia platform. The score is recorded as dichotomous variable (1: provided correct answer; 0: did not provide correct answer).

Fig. 4.3 Sample items for the inductive reasoning test

4.2.2.3 Computer-based, second-generation test of creativity

The creativity test contained 6 items in total. The creativity instrument was adapted
from Pásztor, Molnár and Csapó’s (2015) work. The items were open-ended type items. The test modeled students’ creativity by three dimensions, which were fluency (the ability to produce numerous ideas for a given problem), flexibility (the ability to consider and see a problem from different approaches), and originality (the ability to create unique, unusual, and original ideas) (Pásztor, Molnár, & Csapó, 2015). For the verbal-verbal creativity items (Fig. 4.4), students needed to provide every single possible usage they could image for three daily necessities (match, cup, and toothbrush). There were also three picture meaning tasks (figural-verbal creativity) included in the test, in which students needed to write every meaning they could image from the different pictures (Fig. 4.5) into the textboxes. Students had three minutes to reach their answers for each item. The language was translated into simplified Chinese (see Appendix E).

The creativity test was scored based on the fluency, flexibility, and originality of students’ answers (see Pásztor, Molnár, & Csapó, 2015). The scores were shown as real number (equal or above 0) with two decimals.

The original version of the test worked well in the Hungarian cultural context (see Pásztor, Molnár, & Csapó, 2015). However, there was a concern whether the test could work well in the Chinese culture since creative ideas are connected to people’s daily experience at a certain level. Therefore, the validity of this assessment in Chinese cultural context had to be confirmed. The items were open-ended type items. The scoring required a lot of human work since automatic scoring was not available. The pilot test aimed to estimate the time and resources required in the scoring process, thus, to make a decision whether to include the creativity test into the comparison study.
4.2.2.4 Computer-based test of working memory

The working memory test contained 11 items with varying difficulty levels. The original idea of this working memory capacity test was created and designed in Finland (Kyttälä, Aunio, Lepola, & Hautamäki, 2014); later on it has been adapted and developed further in the eDia system in Hungary. Because the information in the
MicroDYN approach based problem-solving assessment is mainly delivered in the visual format, the working memory test mainly designed to assess visuospatial sketch pad and central executive these two working memory components (see section 2.4.1), but not the phonological loop. That is, the working memory instrument focuses on students’ working memory when they are receiving visual information.

The working memory instrument has been widely used in Hungary. The language was translated from Hungarian to simplified Chinese. The test contained 2 warm-up tasks and 11 additionally tasks. Each task had two parts. In the first part, the system showed some patterns constituted by black and white squares (see Fig. 4.6). Each picture lasted for three seconds on the screen. In the second part of the task, students needed to remember and draw the pattern on the screen in the answer zone by coloring the squares black (see Appendix D). Students’ score for the working memory test is automatically calculated by the eDia platform. The score for one item is identified as 1 (provided a correct answer) or 0 (did not provide a correct answer).

**Fig. 4.6** Sample item for the working memory test

4.2.2.6 Computer-based questionnaire of test-taking motivation

Some test-taking motivation questions have been inserted into the problem-solving assessment process in order to monitor students’ motivation during the whole progress. The motivation questions were first designed in Finnish then adapted into Hungarian. This study was translated from Hungarian to English, then from English to simplified
The questions asked about students’ attitudes regarding this assessment. The questions have 7 scales from 1- strongly disagree to 7- strongly agree.

![Table 4.1](image)

**Fig. 4.7** Sample item for the motivation test

In addition, the motivation questions have been divided into three parts (Table 4.1). Test-taking motivation items 1-3 have been inserted between the introduction section and the first problem-solving item. They have been used to monitor students’ motivation before the assessment. Items 4-6 have been inserted into the middle of the assessment, which can be used to monitor students’ motivation during the assessment. Items 7-15 have been set as the last part of the assessment, which can be used to see students’ motivation for the whole assessment.

Most of the questions were describing positive attitudes, while a few questions were describing negative attitudes. Table 4.1 shows the English translation for each question.
<table>
<thead>
<tr>
<th>Question</th>
<th>Position</th>
<th>Attitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  This test looks interesting</td>
<td>Before the test</td>
<td>Positive</td>
</tr>
<tr>
<td>2  I think I’m going to do a good work</td>
<td>Before the test</td>
<td>Positive</td>
</tr>
<tr>
<td>3  This test looks hard</td>
<td>Before the test</td>
<td>Negative</td>
</tr>
<tr>
<td>4  This test is interesting</td>
<td>During the test</td>
<td>Positive</td>
</tr>
<tr>
<td>5  I think currently I’m doing a good job</td>
<td>During the test</td>
<td>Positive</td>
</tr>
<tr>
<td>6  This test is hard</td>
<td>During the test</td>
<td>Negative</td>
</tr>
<tr>
<td>7  This test was interesting</td>
<td>After the test</td>
<td>Positive</td>
</tr>
<tr>
<td>8  I think I have done a good job</td>
<td>After the test</td>
<td>Positive</td>
</tr>
<tr>
<td>9  This test was hard</td>
<td>After the test</td>
<td>Negative</td>
</tr>
<tr>
<td>10 This test attracted my interest</td>
<td>After the test</td>
<td>Positive</td>
</tr>
<tr>
<td>11 This test attracted my attention</td>
<td>After the test</td>
<td>Positive</td>
</tr>
<tr>
<td>12 This test was entertaining</td>
<td>After the test</td>
<td>Positive</td>
</tr>
<tr>
<td>13 Participating in this test was an interesting task to do</td>
<td>After the test</td>
<td>Positive</td>
</tr>
<tr>
<td>14 I would like to do more tests like this</td>
<td>After the test</td>
<td>Positive</td>
</tr>
<tr>
<td>15 I could easily concentrate in this test</td>
<td>After the test</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Table 4.1 Test-taking motivation questionnaire questions

4.2.2.6 Computer-based questionnaire of learning strategies

A learning strategies questionnaire has been included to invest students’ learning strategies. Educational psychologists have created several effective questionnaires to measure students’ learning strategies, such as the TLSQ (The Teaching and Learning Strategies Questionnaire) designed by the Centre for the Study of Learning & Performance at Concordia University (Abrami, Wade, Pillay, Aslan, Bures, & Bentley, 2008), and Motivated Strategies for Learning Questionnaire (MSLQ) designed by researchers from the National Center for Research to Improve Postsecondary Teaching and Learning (NCRIFAL) and the School of Education at the University of Michigan (Pintrich, Smith, Garcia, & McKeachie, 1991). The PISA 2003 learning strategies questionnaire (Artelt et al., 2003) was selected in this study due to the following reasons: (1) it was applied on international level previously and
received good and reliable results (Artelt et al., 2003), and (2) it has the official Chinese version (it was used in Taiwan), thus reduced the workload and avoided the risk of inaccurate translation.

The questionnaire lists 13 statements about different learning habits (Table 4.2) which can be grouped into three strategies: (1) elaboration strategies (strategies to link their learning content with their previous knowledge or real-life), (2) memorization strategies (strategies to remember everything without thinking), and (3) control strategies (strategies to do self-control or time-control). Students need to choose the frequency (5-scale Likert-scale: Never, Rarely, Sometimes, Often, Always) of using the listed learning strategies in their daily study.

<table>
<thead>
<tr>
<th>Elaboration strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>When I study, I try to relate new material to things I have learned in other subjects</td>
</tr>
<tr>
<td>When I study, I figure out how the information might be useful in the real world</td>
</tr>
<tr>
<td>When I study, I try to understand the material better by relating it to things I already know</td>
</tr>
<tr>
<td>When I study, I figure out how the material fits in with what I have learned</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Memorization strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>When I study, I try to memorize everything that might be covered</td>
</tr>
<tr>
<td>When I study, I memorize as much as possible</td>
</tr>
<tr>
<td>When I study, I memorize all new material so that I can recite it</td>
</tr>
<tr>
<td>When I study, I practice by saying the material to myself over and over</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>When I study, I start by figuring out what exactly I need to learn</td>
</tr>
<tr>
<td>When I study, I force myself to check to see if I remember what I have learned</td>
</tr>
<tr>
<td>When I study, I try to figure out, as I read, which concepts I still haven’t really understood</td>
</tr>
<tr>
<td>When I study, I make sure that I remember the most important things</td>
</tr>
<tr>
<td>When I study, and I don’t understand something, I look for additional information to clarify the point</td>
</tr>
</tbody>
</table>

Table 4.2 Learning strategies questionnaire questions
4.2.3 Procedures

The tests were carried out using the eDia (Electronic Diagnostic Assessment) platform in the school's ICT room in June, 2016. All the participating students sat together in one room for the assessment. Test completion was divided into three sessions, each lasting approximately 45 minutes; between each session there were 10 minute break. In session 1, students worked on the inductive reasoning test. In session 2, students had to complete the IPS test, while in session 3, they worked on the working memory test, the creativity test, and the questionnaire.

As the theoretical part introduced, combinatorial reasoning is also very much possible to be one of the component skills of problem solving (see section 2.4.2). However, the combinatorial reasoning assessment instrument was not fully prepared before the pilot study implementation. Thus, it was not included in the pilot test.

4.2.4 Data analysis

Since the sample size for the pilot study was not high, the data had no power to answer the research questions except for RQ1. However, the statistical analyses based on the pilot data still has been run, the results could be the evidence for the feasibility of the whole study.

Cronbach's alpha for each test was calculated by SPSS version 22 to indicate reliability of our computer-based assessment instruments. Structural equation modeling (SEM) was used to analyze the dimensionality of IPS and the relationships between each factor. All the models were computed by Mplus version 5 (Muthén, & Muthén, 2010). CFI (Comparative Fit Index), TLI (Tucker-Lewis Index), SRMR (Standardized Root Mean Square Residual) and RMSEA (Root Mean Square Error of Approximation) were calculated by Mplus to indicate the model fit.

In addition, correlation analysis was used to analyze the relationships between thinking skills, while independent t-test was used to analyze the relationships between thinking skills and non-thinking skill factors. The correlation analysis and t-test analyses were carried out using SPSS version 22.
Item-response theory (Rasch model) was used to analyze the difficulty the level of the items and test-taking motivation. The Rasch model was run by ConQuest (Wu, Raymond, Wilson, & Haldane, 2003).

4.3 Results

4.3.1 Descriptive statistics: Computer-based thinking skill assessment is feasible in China

The pilot test was successfully implemented. According to the interviews after the assessment, students had no problem with the operation of our computer-based assessments. Students’ mean performance for each thinking skill test (problem-solving, inductive reasoning, and creativity tests) was 47.73% (SD=21.78%), 80.33% (8.63%), and 2.91 (SD=4.02), respectively. The Cronbach's alpha for these three tests ranged from .72 to.90. (Table 4.3)

<table>
<thead>
<tr>
<th>Test</th>
<th>Mean</th>
<th>SD</th>
<th>Cronbach ’s alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem Solving</td>
<td>47.73%</td>
<td>21.78%</td>
<td>.72</td>
</tr>
<tr>
<td>Inductive reasoning</td>
<td>80.33%</td>
<td>8.63%</td>
<td>.75</td>
</tr>
<tr>
<td>Creativity</td>
<td>2.91</td>
<td>4.02</td>
<td>.90</td>
</tr>
</tbody>
</table>

Table 4.3 Mean, standard deviation and Cronbach's alpha for each thinking skill test

The primary aim of the pilot study was to explore the applicability of online assessments in China and to test the reliability of every thinking skill test involved in the project. Firstly, there was no problem with running the tests on the eDia online assessment platform in the Chinese network environment. Therefore, the feasibility was proven. As indicated above, the IPS and inductive reasoning tests showed acceptable internal consistencies; in the meanwhile, the internal consistency for the creativity test was satisfactory. To answer research question RQ1, the results proved that computer-based assessment of thinking skills is feasible and reliable in China,
and the tests are also reliable to measure Chinese 12-year-old students' thinking skills. Thus, *hypothesis H1 was supported*.

**4.3.2 The behaviour of the IPS test in China: dimensionality and difficulty**

Rasch analysis was conducted to analyze whether the difficulty level of the IPS test fits to students’ ability level. The results indicate that some IPS items proved to be difficult for the students (numbered with 3, 9, 15 and 17; see Fig. 4.8), while others were very easy (item numbered with 20). All of the hard items contained eigendynamics (see section 2.3.3), which increased the difficulty level of the item in a significant manner.

As for the inductive reasoning test, there were a great number of items which were too easy for the participating students. These items mainly belonged to the figural analogy and figural series subtests (Fig. 4.9).

Based on the literature, we tested the two-dimensional measurement model including the IPS processes knowledge acquisition and knowledge application to confirm the dimensionality of IPS in China. Beyond the two-dimensional measurement model, we also tested a one-dimensional model with both processes combined under one general factor. In the one-dimensional model, two sub-factors (knowledge acquisition and knowledge application) were considered as one general factor as problem solving; while the two-dimensional model created a latent variable as problem solving which consisted of knowledge acquisition and knowledge application these two factors.
Fig. 4.8 Item-person map for the IPS test
Both models showed a good model fit (Table 4.4). In order to test which model fitted the data better, we carried out the special chi-square test for difference testing computed by Mplus. The results indicate that, there was no significant difference detectable between these two models (p>.05). IPS can be explained as both one-dimensional and two-dimensional construct; however, due to the small sample
size of the pilot study, we cannot make large generalizations of it. The follow-up comparison study will further analyze and confirm the dimensionality of IPS. As the two-dimensional model is favored and empirically proved in all large-scale assessments in Europe, and its Chi-square value was smaller, we decided to use it in our further analyses.

<table>
<thead>
<tr>
<th>Model</th>
<th>Chi-square</th>
<th>df</th>
<th>RMSEA</th>
<th>CFI</th>
<th>TLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-dimensional</td>
<td>15.257</td>
<td>16</td>
<td>.00</td>
<td>1.00</td>
<td>1.01</td>
</tr>
<tr>
<td>2-dimensional</td>
<td>14.280</td>
<td>15</td>
<td>.00</td>
<td>1.00</td>
<td>1.01</td>
</tr>
</tbody>
</table>

**Table 4.4** Goodness of fit indices for testing dimensionality of IPS

4.3.3 **Students’ test-taking motivation in IPS environment**

The test-taking motivation was analyzed separately with other factors, since the motivation questionnaire items were only about students’ test-taking motivation during the IPS assessment. It was meaningless and not precise to analyze students’ performance in other thinking skill assessments and their test-taking motivation for the IPS assessment.

Students responded to the test-taking motivation questions using the Likert scale from "1-strongly disagree" to "7-strongly agree". Assuming opinion 7 “strongly agree” for every single question as 100%, for the positive questions, the average response for the students was 83.85% (SD=16.97%), while for the negative questions, the average response was 39.56% (SD=23.36%). The results demonstrated students’ high motivation in the problem-solving assessment.

Significant correlations were found between students’ performance in problem-solving assessment and their responses to the motivation questions (for both positive (r=.384, p<.05) and negative questions (r=-.340, p<.05)). The results of the analysis effectively proved the influence of test-taking motivation on the test-takers’ performance in the IPS environment.
Item response theory was used to analyze students’ motivation level in the interactive problem-solving environment. Firstly, the model fits for rating scale model and partial credit model based on the assessment data were calculated.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Total number of estimated parameters</th>
<th>Final deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating Scale Model</td>
<td>21</td>
<td>2130.256</td>
</tr>
<tr>
<td>Partial Credit Model</td>
<td>80</td>
<td>1995.223</td>
</tr>
</tbody>
</table>

Table 4.5 Model fits for rating scale model and partial credit model

The analysis indicated a significant difference between these two models (p<.001); meanwhile the partial credit model showed a better model fit. Therefore, the partial credit model was chosen for the analysis. Based on the partial credit model, the item person map was calculated and drawn (see Fig. 4.10). The distribution of students (represented by “x”s) in the map indicates that the overall motivation turns to be high. Furthermore, students were much more likely to choose affirmative responses for the positive questions (question 1, 2, 4, 5, 7, 8, 10, 11, 12, 13, 14, 15), and choose negative responses for the negative questions (question 3, 6, 9).

Students held the most affirmative attitude to question 1, followed by questions 2, 4 and 7 (for the content of each question, please see table 4.1). This means that students believed this assessment to be interesting, either before, during or after this assessment. The map also shows that students had strong confidence to do a good job at the very beginning (based on question 2), but their confidence level dropped after they actually started the assessment (based on questions 5 and 8). Similarly, from the positions of questions 3, 6 and 9 in the map, it can be seen that at first students did not think this test would be difficult to do. But as the assessment proceeded, students found this test to be a little harder than their expectation. The distribution for the rest of the items proved students’ overall positive attitude and high test-taking motivation in the IPS environment.
Fig. 4.10 Item-person map for the motivation questions
In order to compare the gender differences in test-taking motivation, a model which considered gender as a factor was built. The item-person map (Fig. 4.11) showed that boys (represented by 1) were more likely to choose the affirmative response for the questions, while girls’ (represented by 2) attitude towards the questions was less positive, which means that in this assessment boys had higher motivation.

The results indicated the influence of test-taking motivation on one’s performance in the IPS assessment. Chinese students had overall high motivation in the IPS environment, while boys’ motivation was higher than that of girls. Students showed a strong interest in this assessment format. However, the result indicated that students might have small level of misjudgment about the difficulty level of the assessment, which impacted their motivation to a certain extent. The result suggested that interactive problem solving can be an interesting and welcomed assessment in the China context, even though it was delivered by a low-stakes test format. However, a study with a larger sample size is still needed to confirm the findings.
### Fig. 4.11 Item-person map with gender difference

<table>
<thead>
<tr>
<th>Gender</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td>3</td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td>6</td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td>8</td>
</tr>
<tr>
<td>XXX</td>
<td>12</td>
</tr>
<tr>
<td>0</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td>5</td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td>11</td>
</tr>
<tr>
<td>XXX</td>
<td>14</td>
</tr>
<tr>
<td>XXX</td>
<td>10</td>
</tr>
<tr>
<td>XXX</td>
<td>13</td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>XXX</td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>2</td>
</tr>
<tr>
<td>X</td>
<td>4</td>
</tr>
<tr>
<td>-1</td>
<td></td>
</tr>
</tbody>
</table>

Each ‘X’ represents 0.4 cases
4.3.4 The relationships between students' performance in problem solving, inductive reasoning, creativity, working memory and learning strategies

A correlation matrix was built to indicate the relations between the developmental level of the different thinking skills. From the correlation matrix (Table 4.6) it can be seen that significant correlations were detectable between problem solving – inductive reasoning and inductive reasoning – creativity. But there was no significant correlation between problem solving and creativity. However, since the correlation analysis was based on the small sample size, some correlation relationships were hard to be detected and confirmed in the statistical means. But based on the result, at least the influence between problem solving and inductive reasoning was confirmed.

<table>
<thead>
<tr>
<th></th>
<th>Problem Solving</th>
<th>Inductive Reasoning</th>
<th>Creativity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem Solving</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inductive Reasoning</td>
<td>.440**</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Creativity</td>
<td>n.s</td>
<td>.363*</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note. **Correlation is significant at the 0.01 level. *Correlation is significant at the 0.05 level.

Table 4.6 Correlation matrix between the measured thinking skills

Working memory also showed significant correlations with problem solving (r=.522, p<.05), but no significant correlation was detected between working memory and inductive reasoning; and working memory and creativity.

No significant gender difference was detected. Independent t-test showed that girls performed equally with boys in creativity (t=1.07, p>.05), problem solving (t=.10, p>.05), and inductive reasoning (t= -.89, p>.05) tests. Independent t-test also indicated that students with different parental educational level also showed statistically equal performance in the thinking skill tests (p>.05).

Students' regularly applied learning strategies were correlated with their
developmental level of thinking skills. Students were divided into different groups by their most commonly used learning strategies (elaboration, control, and memorization strategies). Significantly different test performances were found between the groups of students having different learning style.

The independent t-test results indicated that students who preferred memorization strategies in their study had significantly lower performance in the inductive reasoning test than students who did not prefer memorization during learning \((t= -2.942, p<.05)\). In the meanwhile, students who preferred control strategies performed significantly better in the problem solving \((t=2.194, p<.05)\), in the inductive reasoning \((t=2.806, p<.05)\) and in the creativity \((t=2.197, p<.05)\) tests, too, compared to their peers. The results highlighted the importance of the regularly applied learning strategies on students’ developmental level of thinking skills. Results also showed the possibility that instructors might help students to develop thinking skills by training and encouraging students to apply more effective learning strategies.

4.3.5 The influencing factors of problem solving

To test the component skills of problem solving, and the factors influencing students’ problem solving skills, we built a structural equation model of problem solving and its possible component skills (Fig. 4.12). As the two-dimensional measurement model of problem solving showed a good model fit \((\text{RMSEA}=.00; \text{SRMR}=.03; \text{CFI}=1.00; \text{TLI}=1.02)\), we applied problem solving as a latent construct in the model, which can be explained by knowledge acquisition and application \((\beta=.496-.669; p<.001)\). Inductive reasoning, and working memory showed significantly positive influence \((\beta=.453-.594, p<.05)\) on one's problem solving achievement in the SEM model, while working memory and inductive reasoning proved to be significantly correlated constructs \((r=.260, p<.05)\).
The other factors included in the pilot study did not show any statistically significant effect on problem solving in the SEM model, however, the pilot study had a very strong limitation with its small sample size. The analysis confirmed the relations between problem solving and some specific factors, and proved the feasibility of using structural equation modeling as the tool for latter analyses regarding the component skills of problem solving.

4.4 Conclusions of the pilot study

The main aim of the pilot study was to answer research question RQ1. The results indicated that computer-based assessment and the online assessment platform (eDia) are applicable in China. The tests of problem solving, inductive reasoning and creativity were reliable to measure students' thinking skills in China. The result gave a positive answer to the basic but most important question, whether the project – defining the component skills of problem solving and running comparison studies between China and Hungary – is feasible and realizable from the Chinese educational context point of view.
Furthermore, the results proved the theoretical statement: one's problem-solving achievement is influenced by some specific thinking skills and non-thinking skill factors. We preliminary confirmed the influence of some reasoning skill such as inductive reasoning, and some non-cognitive factors such as working memory and learning strategies on students' problem-solving achievement. To conclude, the findings effectively testified the feasibility of this project, and built a solid foundation for future study.

4.5 Limitations of the pilot study

The pilot study pointed out some limitations and drawbacks regarding the assessment design, and some improvements were made based on these.

Firstly, a significant system bug showed up in the pilot test. Each IPS assessment item had a three minutes time limitation. In the pilot test, there were several Chinese students who did not provide any answer in the three minutes, thus caused a bug and they could not continue the assessment. During the pilot test, the students who got this problem were provided a second chance to take the assessment. The bug was fixed after the pilot.

However, this system bug had never occurred before in Hungary. The reason behind this situation is an interesting topic to be focused on. It can be assumed that Asian students and European students use different strategies when working on the problem-solving items, thus caused this issue. Or it can be assumed that Chinese students are highly motivated, so they were willing to try every single possible solution before they actually gave their answer, and that made them use all the provided time. The following sections will try to discover what the real reason behind this is.

The second issue identified is about the scoring work regarding the creativity test. The results indicated that creativity does not have a statistically significant connection with problem-solving ability. In addition, the scoring for the creativity assessment can only be realized by manual work, which was unexpectedly time-consuming. Considering the further assessment session with a larger group of
students, creativity assessment was deleted from the project. Instead of this, another important thinking skill, combinatorial reasoning (see section 2.4.2) was included in the project.

Last but not least, the Rasch model analyses pointed out that the tests were not perfectly fit to the students’ ability level. Section 4.3.2 introduced that the problem-solving test was a bit difficult for the students. Meanwhile, the analyses also showed that some items in the inductive reasoning test were too easy for the participating students.

Based on the analysis, the difficulty level of the tests was modified. The analyses proved that the IPS items which contained eigendynamics were very hard for the students. Thus, in further comparison study, these items were deleted. Meanwhile, items with eigendynamics were included in the Hungarian problem-solving test.

As for the inductive reasoning test, the easy items mainly belonged to the figural analogy and figural series subtests. In comparison, items from the number series subtest had remarkably higher difficulty level. Thus, in the further comparison study, some easy items were deleted, while some harder items (mainly number series items) were added. However, as for the cross-county comparison study we needed a larger number of anchor items between the Hungarian and the Chinese versions of the tests, some easy items still remained for the further analyses in the final version of the inductive reasoning test, as anchor items.
5. Cross-national comparison study of problem solving and its influential factors in educational context

5.1 Aims, research questions and hypotheses of the comparison study

The pilot study confirmed the feasibility of computer-based assessment in China, thus built good foundation for the cross-national comparison study. Based on that, a Chinese-Hungarian cross-national comparison study of problem solving and its’ influential factors was conducted. This comparison study aimed to answer the majority of the research questions. Because the creativity test was removed from the assessment (see section 4.5), corresponding change was made in research question RQ6.

RQ2. Is the behaviour of the tasks measuring knowledge acquisition and knowledge application as two dimensions of IPS in the MicroDYN approach independent of cultural context?

RQ3. Can IPS be measurement invariant across gender and nationality both in the contexts of Europe and Asia?

RQ4. Can developmental differences in IPS be detected between Hungarian and Chinese 12-year-old students, 3 years before the PISA age?

RQ5. What kind of developmental differences can be identified across gender and nationality, between Chinese males and females, and between Hungarian males and females?

RQ6. Are inductive reasoning and combinatorial reasoning component skills of problem solving? How strong is their predictive power on the problem solving achievement of Chinese and Hungarian 12-year-old students?

RQ7. Which factors influence Chinese and Hungarian students' IPS achievement beyond thinking skills? How strong is the influential effect?
The following hypotheses are expected to be tested based on the results of this comparison study. Hypothesis H6 removed the creativity part as well.

H2: IPS is composed of two different processes, knowledge application and knowledge acquisition, independently of the cultural context. That is, a two-dimensional model was expected to show significantly better fit than a one-dimensional model with the two processes combined as one factor.

H3: IPS can be measurement invariant between male and female, and Hungary and China.

H4: Developmental differences in IPS can be detected between Hungarian and Chinese 12-year-old students.

H5: Chinese 12-year-old students have significantly better performance than Hungarian students in the same age group; Chinese and Hungarian boys' performance is statistically higher or equal to that of the girls.

H6: Inductive reasoning and combinatorial reasoning are component skills of problem solving, which have significant predictive power on the problem solving achievement by Chinese and Hungarian 12-year-old students.

H7: The selected non-thinking skill factors (working memory, parents' education, learning strategies, and test-taking motivation) have a significant influential effect on Chinese and Hungarian students' IPS achievement.

5.2 Methods

5.2.1 The sample of the comparison study

The sample was drawn from 6th grade, 12-year-old students in Hungarian and Chinese primary schools. 187 Chinese students (85 boys and 102 girls; mean age=11.93, SD=1.06) and 835 Hungarian students (382 boys and 453 girls, mean age=11.86, SD=.43) took part in the study. The sampling process emphasized the background matching, thus these two groups of students had similar social and family backgrounds (include the size of living city, type of school, parents’ educational level,
5.2.2 Instruments

Some modifications were made in the tests based on the results of the pilot study. These are the followings:

1. From the IPS test we deleted all the problems having eigendynamics, because those proved to be too difficult for the 12-year-old students, based on the pilot study. Due to time limitation, we reduced the number of the test-taking motivation items in the problem-solving test to 9 items (item 1-9, see Table 4.1).
2. We have increased the difficulty level of the inductive reasoning test for Chinese students by deleting easy items and adding harder items to the test (see section 4.5).
3. We decided to exclude the creativity test from the study (see section 4.5).
4. Based on the literature review, we decided to include combinatorial reasoning in the comparison study. The combinatorial reasoning test was originally developed and designed by Csapó (1999) as a paper-and-pencil test. Pásztor and Csapó (2014) improved and computerized it. In the comparison study we adapted Pásztor and Csapó’s (2014) design and translated the assessment items into simplified Chinese for the Chinese assessment (see Appendix C). Language experts have double checked the translation. Students needed to use given elements to create combinations which satisfied the given requirement. According to the elements given in the tasks, the test can be divided into two sub-tests containing figural or verbal items (Fig. 5.1 & Fig. 5.2). For the figural items (Fig. 5.1), students were required to combine figures and pictures and create different combinations of them by means of drag-and-drop. For the verbal items (Fig. 5.2), students were required to create combinations of the given letters and/or numbers, and type their answers into the input box. Student’s score for the combinatorial reasoning test was automatically calculated by the eDia platform using the formula: [(the number of
the correct combinations student answered)/(the number of all the possible combinations)\]*100%.

**Fig. 5.1** Sample item for the combinatorial reasoning test-figural

**Fig. 5.2** Sample item for the combinatorial reasoning test-verbal
The Chinese and the Hungarian test versions of the thinking skills were not completely the same. Thus, a direct comparison of the results by means of classical test theory was not possible. However, both the Chinese and the Hungarian test versions contained a certain proportion of anchoring items, thus, by means of items response theory we were able to represent Chinese and Hungarian students’ ability level on a common scale.

5.2.3 Procedures

The whole assessment was carried out using the eDia (Electronic Diagnostic Assessment; Molnár, 2015) platform in the schools’ ICT room in June and July, 2017. Both the online assessment system and the tests had been conducted in Hungary several times, thus the feasibility of online assessment and the behaviour, particularly the reliability of the tests in the Hungarian educational context could be proved by the former assessment projects (e.g. Molnár, 2015; Molnár et al., 2013; Csapó, & Molnár, 2017). The feasibility and reliability of online assessment via the eDia platform in the Chinese context have been established by the pilot study (see Chapter 4). The assessment took two hours in total, divided into three 40-minute sessions.

- Session 1: IPS assessment (combined with test-taking motivation questionnaire)
- Session 2: Inductive reasoning assessment, working memory assessment
- Session 3: Combinatorial reasoning assessment, background questionnaire (see Appendix F)

All the items were administered in simplified Chinese in China and in Hungarian in Hungary. For all the tests, students’ scores were automatically recorded and calculated by the eDia platform.

5.2.4 Data analyses

SPSS version 22 was used to conduct the descriptive statistics and basic analyses (e.g. correlation analysis, independent t-test, etc.). Item response theory (Rasch Model) was
selected as the tool for transferring Chinese and Hungarian students’ performance into a common scale. For calculating their ability level, weighted likelihood estimates (WLE) was chosen as estimator. Item response theory was also used to analyze the difficulty level of the items and the test-taking motivation. The item response theory analyses were run by ConQuest (Wu et al., 2003). Structural equation modeling (SEM; Bollen, 1989) was the main tool for data analysis in this study. It was used to test the measurement invariance, the structure of the different reasoning skills assessed, as well as the relationships between these skills. The analyses were run by the software Mplus (Muthén, & Muthén, 2010). Maximum Likelihood (ML) estimation was used in the different estimation processes. The Tucker-Lewis Index (TLI), the comparative fit index (CFI) and the root mean square error of approximation (RMSEA) were computed for testing the fitting of the established model by Mplus and used as an indicator for the aptness of the models.

5.3 Descriptive statistics of the thinking skill tests

5.3.1 Descriptive statistics of the thinking skill tests—China

Table 5.1 shows the basic statistical information: the number of items, reliability coefficients (Cronbach’s alpha), assessment score means and standard deviations for the subscales of problem solving, combinatorial reasoning and inductive reasoning. The reliability indices were satisfactory for every subscale, ranging from .79 to .94. The high internal consistencies confirmed that the assessment was reliable.

The means for the problem-solving and combinatorial reasoning tests ranged from 35% to 45%, which was a little lower than the assumed optimal value (40%-60%), but still ideal for analysis. The mean values for the inductive reasoning subscales varied widely (38%-77%), which was caused by the different levels of difficulty for each subscale. Students’ performance in inductive reasoning was close to the initial assumption, and also suitable for analysis.

In the pilot test, there was a problem with the piloted tests identified (see section 4.5). Both in the IPS and in the inductive reasoning tests, the students’ ability level
and the items’ difficulty level did not meet, which could damage the accuracy of the analysis. A difficulty level adjustment was made after the pilot study. Analyses by means of Rasch model were conducted to detect the effects of the adjustment.

<table>
<thead>
<tr>
<th></th>
<th>Number of Items</th>
<th>Cronbach’s alpha</th>
<th>Mean (%)</th>
<th>Standard Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem Solving</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge acquisition</td>
<td>9</td>
<td>.87</td>
<td>45.34</td>
<td>32.30</td>
</tr>
<tr>
<td>Knowledge application</td>
<td>9</td>
<td>.79</td>
<td>35.06</td>
<td>26.08</td>
</tr>
<tr>
<td><strong>Combinatorial Reasoning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figural</td>
<td>6</td>
<td>.91</td>
<td>42.59</td>
<td>27.97</td>
</tr>
<tr>
<td>Verbal</td>
<td>6</td>
<td>.92</td>
<td>37.15</td>
<td>32.64</td>
</tr>
<tr>
<td><strong>Inductive Reasoning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figural series</td>
<td>11</td>
<td>.85</td>
<td>77.30</td>
<td>25.77</td>
</tr>
<tr>
<td>Figural analogy</td>
<td>15</td>
<td>.94</td>
<td>73.26</td>
<td>32.28</td>
</tr>
<tr>
<td>Number analogy</td>
<td>8</td>
<td>.82</td>
<td>51.40</td>
<td>30.85</td>
</tr>
<tr>
<td>Number series</td>
<td>8</td>
<td>.93</td>
<td>38.40</td>
<td>32.33</td>
</tr>
</tbody>
</table>

**Table 5.1** Descriptive statistics for each assessed thinking skill and their subscales – Chinese sample

Based on the item-person maps, we concluded that after the adjustment, the difficulty levels of the IPS (Fig. 5.3) and inductive reasoning (Fig. 5.4) tests fitted much more to the students’ ability levels, which was a great benefit for further analysis. The combinatorial reasoning test was not included in the pilot study, thus, we did not have data regarding its behaviour. According to the item-person map (Fig. 5.5), it lacked some easy items, but still generally fitted to the students’ ability level.
Fig. 5.3 Item-person map for the IPS test – Chinese sample
### Item-Person Map for the Inductive Reasoning Test – Chinese Sample

<table>
<thead>
<tr>
<th>Item</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each 'X' represents 0.4 cases

**Fig. 5.4** Item-person map for the inductive reasoning test – Chinese sample
Fig. 5.5 Item-person map for the combinatorial reasoning test – Chinese sample
All the three measured thinking skills have their sub-dimensions, however, at the first stage we run the analyses as if all of the measured reasoning skills could be described as a one-dimensional construct. The basis of these analyses was the test-level performance of the students. For the correlation analyses, the bivariate correlations and the partial correlation between the three measured reasoning skills were calculated (Fig. 5.6).

IPS, IR and CR proved to be strongly correlated constructs (p<.01). The partial correlations were also statistically significant, but they proved to be significantly lower as all bivariate relationships were influenced by the third construct. Combinatorial and inductive reasoning had the strongest relationship. Meanwhile, the correlation between IPS and combinatorial reasoning was slightly higher than the correlation between IPS and inductive reasoning. To sum up, the results indicated that the three measured thinking skills were highly correlated, thus Chinese students’ level of IPS was significantly influenced by their ability level of combinatorial and inductive reasoning.

**Fig. 5.6** Correlations between the thinking skills – Chinese sample (Solid lines: bivariate correlation; dashed lines: partial correlation)
Table 5.2 indicates the basic statistical information of the three thinking skills tests for the Hungarian students. The majority of tests and sub-tests in Hungary received acceptable reliability coefficients (above .70). Only the subtest knowledge application’s Cronbach’s alpha was slightly lower than .70. The means for combinatorial reasoning and inductive reasoning tests and their tests were ranging from 47% to 73%, which were ideal for further analysis. The Hungarian students’ problem-solving performance was slightly lower than the initial plan, but still good for analysis.

<table>
<thead>
<tr>
<th></th>
<th>Number of Items</th>
<th>Cronbach’s alpha</th>
<th>Mean (%)</th>
<th>Standard Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem Solving</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge acquisition</td>
<td>8</td>
<td>.79</td>
<td>35.42</td>
<td>29.30</td>
</tr>
<tr>
<td>Knowledge application</td>
<td>8</td>
<td>.68</td>
<td>30.73</td>
<td>20.86</td>
</tr>
<tr>
<td><strong>Combinatorial Reasoning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figural</td>
<td>3</td>
<td>.74</td>
<td>47.10</td>
<td>32.69</td>
</tr>
<tr>
<td>Verbal</td>
<td>4</td>
<td>.80</td>
<td>61.78</td>
<td>23.21</td>
</tr>
<tr>
<td><strong>Inductive Reasoning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figural series</td>
<td>15</td>
<td>.77</td>
<td>73.62</td>
<td>19.44</td>
</tr>
<tr>
<td>Figural analogy</td>
<td>15</td>
<td>.76</td>
<td>77.55</td>
<td>19.38</td>
</tr>
<tr>
<td>Number analogy</td>
<td>8</td>
<td>.73</td>
<td>57.26</td>
<td>26.36</td>
</tr>
<tr>
<td>Number series</td>
<td>8</td>
<td>.85</td>
<td>63.32</td>
<td>23.64</td>
</tr>
</tbody>
</table>

**Table 5.2** Descriptive statistics for each assessed thinking skill and their subscales – Hungarian sample

The one-dimensional item-person maps indicated the fitness between students’ ability level and the items’ difficulty level. According to the item-person maps, the IPS test (Fig. 5.7) was slightly above while inductive reasoning test (Fig. 5.8) was slightly below the students’ ability level. As the combinatorial reasoning test contained 7 items, the items could not fully cover the whole ability range of the students, but the 7 items successfully reached the targeted design. Based on their
difficulty level, they mainly concentrated around the mean ability level of the modeled population (0) (Fig. 5.9). To sum up, all of the cognitive tests involved it this study fitted to the students’ ability level, the tests are appropriate to measure Hungarian 12-year-old students’ reasoning skills.

Fig. 5.7 Item-person map for the IPS test – Hungarian sample
Each ‘X’ represents 1.3 cases

Fig. 5.8 Item-person map for the inductive reasoning test – Hungarian sample
Fig. 5.9 Item-person map for the combinatorial reasoning test – Hungarian sample
The bivariate correlations (Fig. 5.10) between combinatorial and inductive reasoning were high (r_{CR, IR}=0.633, p<0.01). The relationship between IPS and combinatorial reasoning and IPS and inductive reasoning proved to be almost the same. Thus, students’ problem-solving achievement was influenced by these two reasoning skills almost at the same level. The partial correlation analysis reached a similar conclusion. The strongest correlation was found between combinatorial and inductive reasoning, while both of these two reasoning skills correlated with problem solving with similar power. These analyses confirmed the relationship between these three reasoning skills in the Hungarian context.

**Fig. 5.10** Correlations between the thinking skills – Hungarian sample (Solid lines: bivariate correlation; dashed lines: partial correlation)

### 5.4 Cross-cultural comparison of problem solving, inductive reasoning and combinatorial reasoning

#### 5.4.1 Dimensionalities of IPS, inductive reasoning and combinatorial reasoning in Chinese and Hungarian contexts

Based on the measurement instrument design, all three thinking skills contain several
subscales. Multi-dimensional models were built (1) to answer research question five regarding IPS’s dimensionality, and (2) to demonstrate the dimensionality of combinatorial and inductive reasoning as the preliminary work for the SEM modeling.

In the theoretical model of the IPS test, the two subscales were knowledge acquisition and knowledge application. We tested (Table 5.3) both the one-dimensional model with both processes combined under one general factor and the two-dimensional model, whether the processes knowledge acquisition and knowledge application could be empirically distinguished or not. Both models showed a good model fit for both the Chinese and Hungarian samples. In order to test which model fitted the data better, we carried out a special $\chi^2$-difference test in Mplus, which showed that the 2-dimensional model fitted significantly better than the 1-dimensional model (CN: Chi-square=12.98, p<.01, HU: Chi-square = 78.57, p<.001) in both cultures. Subsequently, the 2-dimensional model was applied in the analyses for both countries.

To sum up, IPS should be described as a two-dimensional construct; the processes of knowledge acquisition and knowledge application could be empirically distinguished. (RQ2) Thus, hypothesis H2 was supported.

<table>
<thead>
<tr>
<th>Nation</th>
<th>Model</th>
<th>Chi-square</th>
<th>df</th>
<th>p</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>1-dimensional</td>
<td>103.57</td>
<td>65</td>
<td>&lt;.01</td>
<td>.99</td>
<td>.99</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td>2-dimensional</td>
<td>90.59</td>
<td>64</td>
<td>&lt;.05</td>
<td>.98</td>
<td>.98</td>
<td>.05</td>
</tr>
<tr>
<td>HU</td>
<td>1-dimensional</td>
<td>200.31</td>
<td>65</td>
<td>&lt;.01</td>
<td>.98</td>
<td>.98</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>2-dimensional</td>
<td>121.74</td>
<td>64</td>
<td>&lt;.01</td>
<td>.99</td>
<td>.99</td>
<td>.03</td>
</tr>
</tbody>
</table>

**Table 5.3** Goodness of fit indices for testing the dimensionality of IPS

The two theoretical subscales of combinatorial reasoning were combining only figural or verbal elements. For the Chinese sample, the 1-dimensional model showed a bad model fit (Table 5.4), while the 2-dimensional model fit can be considered acceptable. The difference testing indicated a significant difference
(Chi-square=152.53, p<.01) between these two models. As for the Hungarian sample, the one-dimensional model had acceptable model fit, but still significantly lower than the two-dimensional model (Chi-square=34.30, p<.01). Thus, combinatorial reasoning is much more appropriately considered as a two-dimensional construct, distinguishing the two processes that combining figural and verbal elements, in SEM modeling for both the Chinese and Hungarian samples.

<table>
<thead>
<tr>
<th>Nation</th>
<th>Model</th>
<th>Chi-square</th>
<th>df</th>
<th>p</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>1-dimensional</td>
<td>232.82</td>
<td>33</td>
<td>&lt;.01</td>
<td>.76</td>
<td>.73</td>
<td>.17</td>
</tr>
<tr>
<td></td>
<td>2-dimensional</td>
<td>80.29</td>
<td>32</td>
<td>&lt;.01</td>
<td>.94</td>
<td>.93</td>
<td>.09</td>
</tr>
<tr>
<td>HU</td>
<td>1-dimensional</td>
<td>52.54</td>
<td>12</td>
<td>&lt;.01</td>
<td>.91</td>
<td>.88</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td>2-dimensional</td>
<td>18.24</td>
<td>11</td>
<td>&lt;.01</td>
<td>.98</td>
<td>.98</td>
<td>.03</td>
</tr>
</tbody>
</table>

**Table 5.4** Goodness of fit indices for testing the dimensionality of combinatorial reasoning

The IR test development contains four subscales: figural series, figural analogy, number analogy, and number series. Therefore, besides the one and four-dimensional models, we also tested two different two-dimensional models, comprising figural-numerical and series-analogies (Table 5.5). For the Chinese sample, the one-dimensional model showed an unsatisfactory model fit. Both of the two-dimensional models’ model fits were acceptable, but still significantly worse than that of the four-dimensional model (p<.01). Similarly, the 4-dimensional model also had the highest model fits (p<.01) in the Hungarian sample. Therefore, inductive reasoning was built as a four-dimensional construct in the following SEM models, empirically distinguishing the four processes: figural analogies, figural series, number analogies and number series.
### Table 5.5 Goodness of fit indices for testing the dimensionality of inductive reasoning

<table>
<thead>
<tr>
<th>Nation</th>
<th>Model</th>
<th>Chi-square</th>
<th>df</th>
<th>p</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>1-dimensional</td>
<td>204.67</td>
<td>64</td>
<td>&lt;.01</td>
<td>.95</td>
<td>.98</td>
<td>.11</td>
</tr>
<tr>
<td>CN</td>
<td>2-dimensional (1)*</td>
<td>178.12</td>
<td>65</td>
<td>&lt;.01</td>
<td>.96</td>
<td>.99</td>
<td>.09</td>
</tr>
<tr>
<td>CN</td>
<td>2-dimensional (2)*</td>
<td>167.09</td>
<td>66</td>
<td>&lt;.01</td>
<td>.97</td>
<td>.99</td>
<td>.09</td>
</tr>
<tr>
<td>CN</td>
<td>4-dimensional</td>
<td>115.31</td>
<td>75</td>
<td>&lt;.01</td>
<td>.99</td>
<td>1.00</td>
<td>.05</td>
</tr>
<tr>
<td>HU</td>
<td>1-dimensional</td>
<td>2072.02</td>
<td>285</td>
<td>&lt;.01</td>
<td>.81</td>
<td>.90</td>
<td>.09</td>
</tr>
<tr>
<td>HU</td>
<td>2-dimensional (1)*</td>
<td>1696.38</td>
<td>286</td>
<td>&lt;.01</td>
<td>.85</td>
<td>.92</td>
<td>.08</td>
</tr>
<tr>
<td>HU</td>
<td>2-dimensional (2)*</td>
<td>1888.79</td>
<td>284</td>
<td>&lt;.01</td>
<td>.82</td>
<td>.91</td>
<td>.08</td>
</tr>
<tr>
<td>HU</td>
<td>4-dimensional</td>
<td>1441.70</td>
<td>287</td>
<td>&lt;.01</td>
<td>.87</td>
<td>.94</td>
<td>.07</td>
</tr>
</tbody>
</table>

Note. *2-dimensional (1): figure-number; 2-dimensional (2): series-analogy

5.4.2 Measurement invariance across nationality and gender

Before moving on to the next step of the analysis, an essential question needed to be answered. Can IPS be measured invariant across gender and nationality both in European and Asian contexts? A measurement invariance analysis was conducted across gender and nationality,. The results are shown in Table 5.6.

The measurement invariance analysis started with identifying the baseline model which fits within the overall sample and in each subgroup (Byrne, & Stewart, 2006). Configural invariance was firstly tested by estimating the parameters of the baseline model in a multi-group model. Then strong factorial invariance was tested by constraining the factor loadings and thresholds to be equal across groups (nationality and gender). (Byrne, & Stewart, 2006) χ²-difference test was used to compare the strong factorial invariance model and configural invariance model. Measurement invariance can be proved if no significant difference can be detected between these two models.
The results based on multi-group (CN-HU) confirmatory factor analyses showed that the configural invariance model was significantly different with the strong factorial invariance model, which indicated measurement non-invariance of IPS across nationality. Thus, we checked measurement invariance by gender in the two countries. The multi-group (Boy-Girl) confirmatory factor analyses showed that the configural invariance model was equal with the strong factorial invariance model in both cultures. Thus, IPS proved to be measurement invariant across gender within the same culture. (RQ3) Therefore, hypothesis H3 was partly denied.

As the tasks required a minimal amount of reading, we assumed that the reason for non-invariance could be found in students’ different cognitive styles during the problem-solving progress. This is supported by the research result that cognitive styles can be impacted by cultural background (Nisbett, & Miyamoto, 2005), and there is a significant cultural difference between China and Hungary. SEM analysis was used to testify the assumption and detect the influences problem solving received from inductive and combinatorial reasoning.

Table 5.6 Goodness of fit indices for testing invariance across nationality and gender of problem solving

<table>
<thead>
<tr>
<th>Group</th>
<th>Invariance model</th>
<th>χ²</th>
<th>df</th>
<th>p</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>Δχ²</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nationality</td>
<td>Config. invariance</td>
<td>263.54</td>
<td>152</td>
<td>&lt;.001</td>
<td>.99</td>
<td>.99</td>
<td>.04</td>
<td>122.82</td>
<td>&lt;.05</td>
</tr>
<tr>
<td></td>
<td>Strong factorial inv.</td>
<td>378.67</td>
<td>162</td>
<td>&lt;.001</td>
<td>.98</td>
<td>.98</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender  (HU)</td>
<td>Config. invariance</td>
<td>219.46</td>
<td>152</td>
<td>&lt;.001</td>
<td>.99</td>
<td>.99</td>
<td>.03</td>
<td>11.83</td>
<td>.29</td>
</tr>
<tr>
<td></td>
<td>Strong factorial inv.</td>
<td>228.61</td>
<td>162</td>
<td>&lt;.001</td>
<td>.99</td>
<td>.99</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender  (CN)</td>
<td>Config. invariance</td>
<td>182.95</td>
<td>152</td>
<td>&lt;.001</td>
<td>.99</td>
<td>.99</td>
<td>.05</td>
<td>15.90</td>
<td>.10</td>
</tr>
<tr>
<td></td>
<td>Strong factorial inv.</td>
<td>198.25</td>
<td>162</td>
<td>&lt;.001</td>
<td>.99</td>
<td>.99</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.4.3 Students developmental level of problem solving, inductive reasoning and combinatorial reasoning in China and in Hungary

As introduced, the items delivered to Chinese and Hungarian students were not completely the same. In this section, item response theory was employed to analyze Chinese and Hungarian students’ performance on the same scale. Independent t-test was applied to test the performance difference between Hungarian and Chinese students. The results are shown in Table 5.7.

<table>
<thead>
<tr>
<th>Test</th>
<th>Nationality</th>
<th>Mean</th>
<th>SD</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem Solving</td>
<td>CN</td>
<td>-.81</td>
<td>2.07</td>
<td>.05</td>
<td>&gt;.05</td>
</tr>
<tr>
<td>Inductive Reasoning</td>
<td>HU</td>
<td>-.81</td>
<td>1.48</td>
<td>.48</td>
<td>&gt;.05</td>
</tr>
<tr>
<td>Combinatorial Reasoning</td>
<td>CN</td>
<td>-.32</td>
<td>.44</td>
<td>6.11</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>Combinatorial Reasoning</td>
<td>HU</td>
<td>-.03</td>
<td>.62</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.7** Comparison of the ability levels of the assessed thinking skills

Chinese and Hungarian students showed statistically equal performance in the IPS and inductive reasoning tests. The results indicated that our Chinese and Hungarian sample had the same developmental level regarding interactive problem-solving and inductive reasoning. (RQ4) Hypothesis H4 was partly denied.

Moreover, in these two tests, the standard deviations for the Chinese sample were much higher than for the Hungarian sample, which showed that a larger internal difference existed among the Chinese students. Statistically significant difference can only be detected in the combinatorial reasoning test. Hungarian students showed a better performance than the Chinese students.

In the IPS test, Hungarian males (M= -.66, SD=1.58) showed a statistically equal performance with Chinese males (M= -.75, SD=1.40) and Chinese females (M= -.87, SD=2.02) (p>.05). Therefore, Hungarian males, Chinese males, and Chinese females
had the same developmental level of problem solving at the age of 12. Only Hungarian females (M=-.93, SD=1.40) showed a significantly lower performance than the Hungarian males (t=-2.68, p<.01). (RQ5) Therefore, Hypothesis H5 was partly supported.

5.4.4 Similarities and differences in the relationships between problem solving, inductive reasoning and combinatorial reasoning in China and Hungary

Two SEM models were built to examine the relationships among problem solving, combinatorial reasoning and inductive reasoning in the Chinese and Hungarian contexts (Fig. 5.11 & 5.12). Based on the dimensionality testing, all three thinking skills were construed as latent variables composed of their sub-dimensions. The Chinese model will be discussed first, followed by the Hungarian model, then the similarities and differences between two countries’ students’ cognitive style in the problem-solving process will be discussed.

The model fits for the Chinese model were acceptable (Chi-Square=42.34, p<.001, CFI=.97, TLI=.96, RMSEA=.09, SRMR=.04). The model (Fig. 5.11) indicates that both knowledge acquisition and knowledge application were strong contributors to problem solving (β= .866-.883). The contribution from combinatorial processes applied by figural items (β=.689) to combinatorial reasoning as a latent construct was significant but weaker than that of the processes using verbal elements (β=.857). As for inductive reasoning, it was strongly supported by the processes used by building figure analogies (β=.930) and number analogies (β=.881), while the contributions from the other two dimensions were weaker but still high (β=.680-.794).
Both combinatorial reasoning and inductive reasoning showed a significant predicting effect for problem solving (p<.05), confirming that these two reasoning skills play an important role in the problem-solving process. Moreover, the predicting effect of combinatorial reasoning (β=.611) was stronger than that of inductive reasoning (β=.241), indicating that the Chinese students solved problems by relying much more on their combinatorial reasoning skill. At the same time, combinatorial and inductive reasoning were highly correlated (r=.746, p<.01), proving that these two skills were impacting on each other in students’ cognitive development.

The SEM model based on the Hungarian data achieved good model fits (Chi-square=25.83, df=17, CFI=1.00, TLI=1.00, RMSEA=.03, SRMR=.02). The model (Fig. 5.12) had the same structure as the Chinese model. Problem solving was
supported by its two sub-dimensions, knowledge acquisition and application ($\beta = .746-.764$). Combinatorial and inductive reasoning also consisted of all their sub-dimensions. Similarly to the Chinese model, combinatorial reasoning received strong contributions from verbal ($\beta = .844$) and figural ($\beta = .752$) sub-dimensions, and inductive reasoning received strong contributions from its sub-dimensions ($\beta = .724-.820$). Problem solving got significant predicting effects from combinatorial reasoning ($\beta = .339$) and inductive reasoning ($\beta = .376$), while inductive reasoning and combinatorial reasoning had a strong correlation ($r = .784$).

![Diagram](Hungary.png)

**Fig. 5.12** A structural model presenting the relationships among problem solving, combinatorial reasoning and inductive reasoning – Hungarian sample

These two models contained some common features. The developmental level
of problem solving was significantly predicted by the developmental level of inductive and combinatorial reasoning in both models. The results confirmed that inductive and combinatorial reasoning are important component skills of problem solving, independently of the cultural context. (RQ6) Hence, hypothesis H6 was supported.

Inductive and combinatorial reasoning proved to be highly correlated in both models. However, there were detectable differences in the cognitive styles of Chinese and Hungarian students. Combinatorial reasoning ($\beta=.319$) and inductive reasoning ($\beta=.376$) had basically equal influence on the problem-solving achievement of the Hungarian students; while combinatorial reasoning ($\beta=.611$) played a much more important role than inductive reasoning ($\beta=.241$) in the Chinese sample. Therefore, the detected IPS assessment measurement non-invariance across nationality could be explained by students’ different cognitive styles during the problem-solving progress.

5.5 Cross-cultural comparison of the relationships between problem solving performance and students’ developmental level of working memory, test-taking motivation and learning strategies

5.5.1 The influential level of working memory

The working memory tests in China and Hungary contained the same items, thus the direct comparison was available regarding this factor. In the working memory test, the Chinese students ($M=57.74\%, SD=21.16\%$) showed a statistically equal performance with the Hungarian students ($M=57.17\%, SD=16.64\%$). There was no statistically significant difference between these two groups ($t=.36, p>.05$), which showed that the Chinese and Hungarian students had the same level of working memory at 12 years of age. The correlation analysis indicated that working memory had significant correlations with all the three thinking skills in both nations (Table 5.8).
Table 5.8 Correlations between working memory and thinking skills

<table>
<thead>
<tr>
<th>Nation</th>
<th>Working</th>
<th>IPS</th>
<th>IR</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>Working</td>
<td>.530</td>
<td>.609</td>
<td>.557</td>
</tr>
<tr>
<td>HU</td>
<td>Memory</td>
<td>.390</td>
<td>.447</td>
<td>.318</td>
</tr>
</tbody>
</table>

Note. All correlations are significant at the 0.01 level.

Working memory showed the strongest correlation with inductive reasoning in both China and Hungary (Table 5.8). Students’ IPS and combinatorial reasoning achievement also highly correlated with their working memory. Fisher’s transformation analysis indicated that the Chinese students showed significantly stronger connections between working memory and thinking skills than the Hungarian students (IPS: $z=2.19 < .05$, IR: $z=2.78$, $p<.01$, and CR: $z=3.62$, $p<.01$). But still, the result proved that working memory played a key role during students’ cognitive process in both Chinese and Hungarian contexts.

5.5.2 The influential level of students’ test-taking motivation in interactive problem-solving environment

Due to time limitation, the test-taking motivation part was reduced to 9 items in this assessment (item 1-9, see Table 4.1). Assuming opinion 7 “strongly agree” for every single question as 100%, for the positive questions, the average response for the Chinese students was 69.30% (SD=17.76%), which was significantly ($p<.01$) higher than that of the Hungarian students (M=55.88%, SD=13.39%). For the negative questions, the average response for the Chinese students was 47.00% (SD=21.78%), which was significantly ($<.01$) lower than that of the Hungarian students (M=54.63%, SD=25.54%). The results demonstrated that Chinese students had a generally high test-taking motivation in the IPS assessment, while the Hungarian students’ motivation was lower than that of the Chinese students.

Significant correlations were detected between Chinese students’ performance
in IPS assessment and their responses on the motivation questions, for both positive 
\((r=.505, p<.05)\) and negative questions \((r= -.545, p<.05)\). However, there was no 
significant correlation between Hungarian students’ test-taking motivation and their IPS performance. The analysis proved that Chinese students’ level of test-taking motivation influenced their performance in the interactive problem-solving environment. Hungarian students’ IPS performance was not influenced by their test-taking motivation. That could be caused by Hungarian students’ generally low level test-taking motivation during the assessment.

The Rasch model was used to provide further information about students’ 
test-taking motivation. First, we tested which model fits the data better: rating scale or 
partial credit model (Table 5.9). Partial credit model showed better model fits \((p<.01)\). 
Therefore, the Partial credit model was selected for doing the analysis.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Final deviance</th>
<th>Total number of estimated parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating Scale Model</td>
<td>32613.215</td>
<td>16</td>
</tr>
<tr>
<td>Partial Credit Model</td>
<td>32320.453</td>
<td>56</td>
</tr>
</tbody>
</table>

**Table 5.9** Model fits for rating scale model and partial credit model

Students held the most affirmative attitude to question 4 (Fig. 5.13), followed by 
questions 1 and 7 (see Table 4.1 for the content of items). This means that students 
believed this assessment is interesting, either before, during or after this assessment. 
Similarly to the results achieved in the pilot study, students had strong confidence to 
do a good job at the beginning (based on question 2), but their confidence reduced 
during and after the assessment (based on questions 5 and 8).

Chinese students (represented by 1) were more likely to choose the affirmative 
response for the questions, while Hungarian students’ (represented by 2) attitude 
towards the questions was less positive, which confirmed that in this assessment, 
Chinese students had higher motivation.
We have divided the whole sample into four groups by gender and nationality: 1. Chinese Males, 2. Chinese Females, 3. Hungarian Males, and 4. Hungarian Females. Fig. 5.14 illustrates the item/person map which showed the differences between these four groups of students in their level of test-taking motivation. Results indicated that Chinese males had the highest test-taking motivation, followed by Chinese females. Hungarian males’ motivation was higher than that of the Hungarian females, but still lower than the test-taking motivation of the Chinese females.
The results indicated that the Hungarian students were not highly motivated during the test-taking process, which might have influenced their achievement. As mentioned in section 4.5, in the pilot test, there were several Chinese students who did not provide any answer in the given time-frame, during the 180 seconds, and their behaviour caused a system bug, and they could not continue the assessment after running out of time. This system bug had never occurred in Hungary. Here the findings suggested that this system bug might be caused by Chinese students’ high motivational level. They were willing to try every single possible solution before they actually gave their answer, and they used all the time they had to build the solution;
by contrast, Hungarian students’ test-taking motivation was comparatively low, so they did not encounter this problem. They answered all of the questions much earlier, they did not play with the scenarios too much, until running out of time.

5.5.3 The influential level of parents’ educational level

The background questionnaire contains information regarding students’ parental educational level. However, China and Hungary have different educational systems, thus their parents’ educational level could not be compared directly. We divided the educational levels of the parents into three groups: 1) primary education; 2) secondary education, and (3) higher education. Because of the prior background matching during the sampling process, the parental educational level of the students matched generally on sample level. Only the percentage of “primary education” level for the Hungarian sample was obviously higher than that of the Chinese sample. Considering that primary education in Hungary (8 years) lasts two years longer than the one in China (6 years), the result was still in the reasonable scope (Table 5.10).

<table>
<thead>
<tr>
<th></th>
<th>Father’s education</th>
<th>Mother’s education</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CN</td>
<td>HU</td>
</tr>
<tr>
<td>Primary education</td>
<td>3.0%</td>
<td>11.1%</td>
</tr>
<tr>
<td>Secondary education</td>
<td>64.2%</td>
<td>56.9%</td>
</tr>
<tr>
<td>Higher education</td>
<td>32.8%</td>
<td>32.0%</td>
</tr>
</tbody>
</table>

Table 5.10 Distribution of participants’ parental educational levels

In the pilot study, the parental educational level of Chinese students did not show any influence on students’ level of thinking skills, but significant influences were identified in the present study. ANOVA analysis indicated significant differences between students having different parental educational levels in all of the measured domains (see Table 5.11 and 5.12), for both Chinese and Hungarian students.
Correlation analysis showed that students with higher educated parents had comparatively high performances in all the three thinking skill tests (see Table 5.13). The mother’s educational level showed a slightly higher influence on the level of thinking skills than father’s in both cultures. The Fisher’s transformation analysis also indicated that Chinese students’ mothers’ education level had significantly stronger influences on all the thinking skills than that of the Hungarian students (IPS: z=2.29, p<.01, IR: z=2.42, p<.01, CR: z=2.51, p<.01). Chinese students’ father’s education level also had stronger influences on inductive reasoning than that of the Hungarian students (IPS: not significant, IR: z=2.46, p<.05, CR: not significant). A previous study pointed out that in China people with high educational level have remarkably better possibility (than the world average level) to reach a higher income and social position (see Wang, & Wu, 2018). This feature led to Chinese students with higher
educational level parents having advantages in many aspects (economic, social, etc.). Thus, parents’ educational level played a more important role in students’ development progress in the Chinese culture.

<table>
<thead>
<tr>
<th></th>
<th>IPS</th>
<th>IR</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>Mother’s Education</td>
<td>.330</td>
<td>.291</td>
</tr>
<tr>
<td></td>
<td>Father’s Education</td>
<td>.232</td>
<td>.289</td>
</tr>
<tr>
<td>HU</td>
<td>Mother’s Education</td>
<td>.155</td>
<td>.102</td>
</tr>
<tr>
<td></td>
<td>Father’s Education</td>
<td>.122</td>
<td>.097</td>
</tr>
</tbody>
</table>

Note. The correlations are significant at the 0.01 level

**Table 5.13** Correlations between mothers’ and fathers’ educational level and thinking skills

The influence of parental educational level on the level of their children’s thinking skills can also be detected indirectly though the usage of the different learning strategies. The following section will discuss this indirect influence in more detail.

**5.5.4 The influential level of students’ learning strategies**

Based on the results of the learning strategies questionnaire, 53.90% of the Chinese students stated that they applied control strategies the most frequently in their daily learning activities. In comparison, 50.78% of the Hungarian students most strongly relied on memorization strategies.

Structural equation modeling was used (1) to monitor the influence of parents’ educational level on students’ learning strategies in Hungarian and Chinese contexts, and (2) to detect and compare the predictive power of students’ learning strategies on their IPS performance in two different cultures (see Figures 5.15 and 5.16). The fit indices were acceptable for both the Chinese ($\chi^2=222.34$, df=111, p<.01, CFI=.93, TLI=.93, RMSEA=.08, SRMR=.08) and the Hungarian ($\chi^2=244.01$, df=110, p<.01,
CFI=.96, TLI=.95, RMSEA=.04, SRMR=.04) samples.

**Fig 5.15** Relationships between parents’ education, learning strategies, and problem solving – Chinese sample

**Fig 5.16** Relationships between parents’ education, learning strategies, and problem solving – Hungarian sample

Parents’ level of education significantly predicted the use of memorization strategies in both Chinese and Hungarian students. No significant predictive effect can
be detected from parents’ level of education to control and elaboration strategies in both culture. The effect from parents’ level of education to the use of memorization strategies was negative for the Chinese students (β= -.224, p<.01) and positive for the Hungarian students (β= .134, p<.05). That is, the Chinese students with well-educated parents tended to use less memorization strategies in their learning activities, but this was not the case for the Hungarian students; the Hungarian students, even those with well-educated parents, used memorization strategies more often. Chinese students, who often learn by memorizing, proved to be less successful problem solvers (β= -.531, p<.01), while the opposite effect was observed for the Hungarian students (β= .213, p<.01).

The use of elaboration (β= .450, p<.01) and control (β= .320, p<.01) strategies significantly promoted students' problem-solving skills achievement in China. But the use of these two learning strategies had no significant effect on the IPS performance in the Hungarian group. The three learning strategies that were measured had significantly different impacts on students’ IPS performance in the two groups. Based on this finding, it is proposed that the Chinese and Hungarian students used different exploration strategies during the IPS assessment process and that the different exploration strategies were impacted differently by the three learning strategies.

To sum up, all the selected non-thinking skill factors (included working memory, learning strategies, test-taking motivation, parents’ education) are influencing students’ problem solving achievements in both cultures. (RQ7) Even the influential powers were varied in two cultures (especially for learning strategies), but still, hypothesis H7 was supported.

### 5.6 Overall models with all factors included

Fig. 5.17 and 5.18 show all factors in one model (except for test-taking motivation) for both the Chinese and Hungarian samples. The model fits for both models were good: CN: \( \chi^2=25.2, \text{df}=13, \ p<.05, \ CFI=.98, \ TLI=.96, \ RMSEA=.06, \ SRMR=.04 \); HU: \( \chi^2=22.6, \text{df}=17, \ p<.05, \ CFI=1.00, \ TLI=.99, \ RMSEA=.02, \ SRMR=.02 \).

In order to detect each factor’s influence on the two phases of IPS, these models
have divided IPS as two entities, knowledge acquisition and knowledge application. In the Chinese model, both knowledge acquisition and knowledge application received predicting effects from thinking skills, inductive and combinatorial reasoning, while the Hungarian model also proved the importance of these two thinking skills in the two phases of IPS. Considering the previous analysis in section 5.4, the conclusion can be drawn that inductive and combinatorial reasoning are important component skills of problem solving, and they are influencing both knowledge acquisition and application. Furthermore, significant correlations between knowledge acquisition and knowledge application, and between inductive reasoning and combinatorial reasoning were detectable in both models, which confirmed the connections between these thinking skills in both cultures.

In the Chinese model, the non-thinking skill factor working memory showed strong predictive power to the developmental level of inductive and combinatorial reasoning (β= .48-59) and moderate power to knowledge acquisition (β= .16). In the Hungarian model, working memory also showed weaker but still relatively high predictive powers to inductive and combinatorial reasoning (β= .28-42). The predicting effect from working memory to knowledge acquisition in the Hungarian model (β= .16) was very close to the coefficient in the Chinese model. A remarkable difference between these two models is that working memory did not have a significant influence on knowledge application for the Chinese sample, but the influence was significant (β= .22) for the Hungarian sample. Thus, the models showed that working memory was influencing students’ problem solving at a certain level, however, the influence for the Chinese students was weaker than the one for the Hungarian students.

The previous sections proved that students with different parental educational levels had different problem-solving achievement. But the models indicated that the effects were not direct. For the Chinese sample, mother’s and father’s educational levels showed predictive power on only one thinking skill, namely inductive reasoning (β= .20-24); for the Hungarian sample, father’s educational level did not show predictive power on any thinking skills, and mother’s educational level showed
moderate predictive power on inductive ($\beta = .13$) and combinatorial reasoning ($\beta = .20$). Therefore, the path analysis proved that parents’ education did not directly influence student’s problem-solving achievement in both cultures.

The previous analysis showed that the influence of the different learning strategies was much stronger in the Chinese context than in the Hungarian one. The path analysis models further confirmed and supported this finding. In the Chinese model, almost all the three learning strategies were predicting both knowledge acquisition and application, only elaboration strategies did not show a significant predictive effect on knowledge acquisition. All the predictive powers from elaboration and control strategies were positive ($\beta = .15-.24$); while the powers from memorization strategy were negative ($\beta = -.20--.29$). In comparison, in the Hungarian model, the connection between learning strategies and thinking skills can only be found between memorization strategy and combinatorial reasoning ($\beta = .09$).

To sum up, the SEM model about the component skills of problem solving had a similar structure in both China and Hungary. Some important factors such as inductive and combinatorial reasoning were playing important roles in the developmental level of students’ problem-solving skills independently of the national context. Some other factors showed also significantly different influential effect in the two models; for example, working memory did not influence Chinese students’ achievement in the knowledge application phase (IPS test), and the different learning strategies had a comparatively weak influence on Hungarian students’ IPS achievement (compare Fig. 5.17 and 5.18).
Fig. 5.17 Relationships between each measured skill and factor – Chinese sample
Fig. 5.18 Relationships between each measured skill and factor – Hungarian sample
5.7 Discussions and limitations

This chapter presented the result based on a cross-cultural comparison study, which focused on the relationships between IPS performance and students’ developmental level of different reasoning skills (inductive reasoning, combinatorial reasoning) and other non-thinking factors (working memory, learning strategies, test-taking motivation, social-economic background factors). The analysis aimed to provide answers from research question RQ2 to research question RQ7.

Unlike what we expected in hypothesis H4, Chinese students and Hungarian students showed equal IPS performance at the starting age (12-year-olds) of the reasoning skills development period. The hypotheses were put forward based on the fact that Chinese students showed a significant advantage over Hungarian students in the PISA 2012 problem-solving assessment (for 15-year-olds). What the reasons behind the gap between the expected and real results could be is still unclear. Maybe it is an indicator that Chinese students have a higher development speed in the 12-15 years age range; but it is also possibly caused by some other reasons. Here we expect that the follow-up log-file data analysis would provide more information about this problem. Meanwhile H5 was partly supported, in that only Hungarian males showed better performance than females, as expected.

Chinese and Hungarian students showed some common features regarding the cognitive construction of IPS. As we expected in H2 and H6, IPS is composed of two different processes, knowledge application and knowledge, and inductive reasoning and combinatorial reasoning; these two thinking skills played significant roles in the problem-solving process. These features proved to be of common nature of problems solving, independently of the cultural context. However, measurement non-invariance of interactive problem solving was found across nationality (H3 was denied), which indicated that there were still many differences between Chinese and Hungarian students’ cognitive constructions of problem solving. For instance, even both inductive and combinatorial reasoning showed a significant predicting power on problem solving, but the levels of prediction were different in these two cultures. The
influences of the selected non-thinking factors (working memory, parents’ education, learning strategies, and test-taking motivation) on the problem-solving achievement were confirmed (H7 was supported), but the influences also showed some differences between the two cultures, such as Chinese students’ learning strategies were deeply relevant with their IPS performance, but this was not the case for the Hungarian students. These differences might have been relevant or even caused by the different exploration strategies students employed in the IPS assessment, thus the log-file analysis also aimed to find more clues to understand these differences.

To sum up, the study effectively answered the research questions, which contributed to our further understanding of the nature of problem solving in European and Asian contexts. However, some unsolved problems were detected during the analysis, which could be answered by analyzing the log-files of the study.

There are some limitations in this cross-national comparison study. The sample size for the assessment was not very high. There was also a difference between the sample sizes for the Chinese and Hungarian participants. Even though it did not cause any trouble or error during the comparison study (e.g. statistical methods were used to exclude the possibility that measurement non-invariance was caused by the different sample sizes), it still might impact the data analysis accuracy in a certain level. Moreover, the detected measurement non-invariance across nationalities, on the one hand, is a very interesting and important finding, but, on the other hand, it has the possibility to impact the accuracy of the results, especially regarding the cross-national comparison. Similarly, the different test-taking motivation between the two groups of students could also have the risk to impact comparison results. Thus, repetition of the study is required for validation in the future.
6. Cross-national comparison study of students’ problem solving strategies: Log-file analysis

6.1 Background

Previous analyses in chapter 5 have indicated some similarities and differences between Chinese and Hungarian students’ problem-solving skills and its cognitive structure. In order to further analyze the root reasons regarding the cognitive structural differences between these two cultures, this chapter is going to detect Chinese and Hungarian students’ behaviours (both mental and physical) during the IPS environment by log-file analysis.

With the log-file analyses we focus on students’ exploration behaviour, thus on the first phase in the problem-solving process, on the knowledge acquisition phase. Molnár and Csapó (2018) developed a labeling system and a mathematical model to classify whether students’ exploration strategies are effective. The classification was based on the amount of information extracted during the exploration of the problem scenario. For instance, an exploration strategy was defined as theoretically effective if the problem solver was able to extract all the information needed to solve the problem (independently of the final achievement). In the present study students’ actions were logged and coded according to the input behaviour model by using Molnár and Csapó’s labeling procedure, then we distinguished whether students’ exploration strategies were 1) effective and 2) belong to the VOTAT scope.

6.2 Aims, research question and hypothesis

The log-file analysis aimed to gain a further understanding of the similarities and differences of Chinese and Hungarian students’ behaviour in the interactive problem-solving environment. Research question RQ8 is expected to be answered by the results. Moreover, hypothesis H8 is going to be verified in this chapter as well.
RQ8. Do Chinese and Hungarian students employ different exploration strategies during the problem-solving process? How do their exploration strategies influence their problem-solving performance?

H8: Chinese and Hungarian students employ different exploration strategies during the problem-solving process. The adoption of different exploration strategy can lead to different problem-solving performance.

6.3 Methods

6.3.1 Participants

The study was a follow-up analysis of the same assessment project which was introduced in the previous sections. Thus, the participants of this study were same as it was in the previous study, that is: 187 Chinese students (85 boys and 102 girls; mean age=11.93, SD=1.06) and 835 Hungarian students (382 boys and 453 girls, mean age=11.86, SD=.43).

6.3.2 Instruments

This study analyzes students’ exploration strategies in the exploration phase of the problem-solving process. Thus, we focused only on the first phase of the problem-solving process, on the knowledge acquisition phase, where the problem solver had to interact directly with the problem situation by manipulating the input variables, which could have an influence on the output variables. We focused on the type of the manipulations of the input variables, on its systematism and effectiveness based on the amount of the extracted information. We selected items with the same complexity and in the same item-position for the analyses. Complexity was defined by the number of input and output variables and the number of relations.
6.3.3 Scoring

As an achievement indicator, students’ responses in the knowledge acquisition phase were scored as correct (“1”) if the connections between the variables were accurately indicated on the concept map, thus the drawings indicating the relationships between the input and output variables fully matched the underlying problem structure. Otherwise, the response was scored as incorrect (“0”). Beyond the achievement data the system logged every setting of the input variables, which was tested by clicking on the application button during the exploration phase of a problem. Thus, the unit of the labeling process was a trial. The sum of these trials, within the same problem environment, was called the input behaviour, which was called a strategy if it followed meaningful regularities.

“By our definition, the full input behaviour model describes what exactly was done throughout the exploration phase and what kinds of trials were employed in the problem-solving process. It consists of all the activities with the sliders and application buttons in the order they were executed during the first phase, the exploration phase of the problem-solving process. The basic input behaviour is part of the full input behaviour model by definition, when the order of the trials executed was still being taken into account, but it only consists of activities where students were able to acquire new information on the system” (Molnár, & Csapó, 2018, p. 10).

Some operations and activities were not included in the basic input behaviour model, they were deleted (e.g. redundant operations, meaningless operations, etc.) from the full input behaviour model to obtain the basic behaviour model. Finally, students’ minimal input behaviour model was generated from the full input behaviour model. It focuses on those activities (without the real order of the trials), where students were able to obtain new information from the scenario. That is, the minimal input behaviour models only those manipulations which were able to provide useful and new information for the problem-solvers. If students did not apply any useful operation from the amount of the extracted information point of view (e.g. repetition), their strategy was marked as null.
The labeling, formatting and representing method of the minimal input behaviour models employed Molnár and Csapó’s (2018) design, as follows:

1. “Only one single input variable was manipulated, whose relationship to the output variables was unknown (we considered a relationship unknown if its effect cannot be known from previous settings), while the other variables were set at a neutral value like zero. We labeled this trial +1.

2. One single input variable was changed, whose relationship to the output variables was unknown. The others were not at zero, but at a setting used earlier. We labeled this trial +2.

3. One single input variable was changed, whose relationship to the output variables was unknown, and the others were not at zero; however, the effect of the other input variable(s) was known from earlier settings. Even so, this combination was not attempted earlier. We labeled this trial +3.” (Molnár, & Csapó, 2018, p. 8)

After labeling and recording students’ exploration strategies in the problem-solving environment, we analyzed (1) whether students’ exploration strategies were theoretically effective, and (2) whether students’ exploration strategies were VOTAT strategies.

The effectiveness of the exploration strategies was defined and linked to the amount of information extracted. If the problem solver was able to extract all the information needed to solve the problem (no matter if he/she correctly solved the problem or not), his/her exploration strategy was defined as theoretically effective.

Base on the definition of VOTAT, if a student applied +1, +2, or +3 trial for every input variable in one task, it can be considered as if he/she was using VOTAT strategy in this task. Moreover, the study labeled students’ exploration strategy in each task into three groups: (1) 0 point: no isolated variation (no isolated variation was employed); (2) 1 point: partially isolated variation (isolated variation was employed for some but not all the input variables); and (3) 2 points: fully isolated variation (isolated variation was employed for all the input variables).
6.3.4 Data analyses

Basic statistical analyses were implemented via SPSS to see Chinese and Hungarian students’ similarities and differences regarding exploration strategies adoption. How exploration strategies influenced students’ performance in the IPS tasks in both cultures was analyzed as well.

Latent class analysis (Collins, & Lanza, 2010) was employed in this study. LCA is a latent variable modeling approach which can be used to identify latent classes of samples who share similar observed variables (Collins, & Lanza, 2010). In this study, it was employed to build latent classes based on students’ exploration strategies adoption. The LCA analysis was carried out by Mplus (Muthén, & Muthén, 2010). This study measured the quality of LCA analysis by fit indices: Akaike information criterion (AIC, lower values indicated a better model fit), Bayesian Information Criterion (BIC, lower values indicated a better model fit), adjusted Bayesian Information Criterion (aBIC, lower values indicated a better model fit), entropy (within [0,1] scale, values near one, indicating high certainty in classification), Lo-Mendell-Rubin Adjusted Likelihood Ratio (compares the model containing n latent classes with the model containing n-1 latent classes, p-value was the indicator for whether significant difference can be detected; Lo et al., 2001).

6.4 Results and discussions

6.4.1 Cross-cultural comparison of the theoretically effective strategy usage in problem-solving environment

The ratio of the effective strategy usage for Chinese students were slightly higher than that of the Hungarian students in most of the tasks (except 2-2 type items), but the differences were very small (see Table 6.1). The highest percentage of effective strategy usage was detected in an item with the simplest structure (2-1 type; around 70%). However, the percentage decreased with the increasing complexity of the problems.
Table 6.1 Percentage of the use of theoretically effective and non-effective strategy

<table>
<thead>
<tr>
<th>Nationality</th>
<th>Complexity of problem (number of input and output variables)</th>
<th>Percentage (%)</th>
<th>The use of effective strategy</th>
<th>The use of non-effective strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>2-1</td>
<td>70.6</td>
<td>29.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-2</td>
<td>65.3</td>
<td>34.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-2</td>
<td>58.8</td>
<td>41.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-3</td>
<td>50.3</td>
<td>49.7</td>
<td></td>
</tr>
<tr>
<td>HU</td>
<td>2-1</td>
<td>69.8</td>
<td>30.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-2</td>
<td>66.9</td>
<td>33.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-2</td>
<td>53.2</td>
<td>46.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-3</td>
<td>48.6</td>
<td>51.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2 visualizes the problem-solving performance of the Chinese and Hungarian theoretically effective strategy users. Even for the simplest items, around 30% of the theoretically effective strategy users still could not achieve a high performance, and the percentage was increasing along with the items’ complexity. By contrast, even if students did not apply the theoretically effective strategy (Table 6.3), they still got the chance to correctly solve the problem. The chance was actually very high (above 50%) for the simplest item (2-1 type). For the rest of the items, the chances were much lower (ranged from 7% to 23%), but still could not be ignored. The results indicated that the use of a theoretically effective strategy did not always result in high performance for both Chinese and Hungarian students. Meanwhile, the high achievement did not always represent the use of an effective problem-solving strategy.

Chinese effective strategy users had a remarkably higher percentage of correct problem solving than the Hungarian effective strategy users. In comparison, the probability for a Hungarian non-effective strategy user to receive high achievement
was much higher than for a Chinese non-effective strategy user. That is, in the interactive problem-solving environment, Chinese students relied much more on the use of effective strategies. Based on the information extracted, Chinese students were more able to find the right solution to the problems, they managed to represent the information that they had obtained from the system more effectively, and they made good decisions in the problem-solving process compared to their peers in Hungary.

<table>
<thead>
<tr>
<th>Nationality</th>
<th>Complexity of problem (number of input and output variables)</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>High achievement</td>
</tr>
<tr>
<td>CN</td>
<td>2-1</td>
<td>74.2</td>
</tr>
<tr>
<td></td>
<td>2-2</td>
<td>78.0</td>
</tr>
<tr>
<td></td>
<td>3-2</td>
<td>60.9</td>
</tr>
<tr>
<td></td>
<td>3-3</td>
<td>61.0</td>
</tr>
<tr>
<td>HU</td>
<td>2-1</td>
<td>65.7</td>
</tr>
<tr>
<td></td>
<td>2-2</td>
<td>43.5</td>
</tr>
<tr>
<td></td>
<td>3-2</td>
<td>50.5</td>
</tr>
<tr>
<td></td>
<td>3-3</td>
<td>55.1</td>
</tr>
</tbody>
</table>

Table 6.2 Problem-solving performance for the theoretically effective strategy users
VOTAT strategies were more frequently employed by the Chinese students. Based on the statistics (see Table 6.4), for the problems with two input variables (2-1 and 2-2 type), more than 56% of the Chinese students employed the full VOTAT strategy. In comparison, only around 43% of the Hungarian students employed a full VOTAT strategy for the same types of problems. For the problems with three input variables (3-2 and 3-3 type), still more than 45% of the Chinese students employed a full VOTAT strategy, which was far higher than the percentage for the Hungarian students (29%-37%).
The +1+1 (or +1+1+1 for the problems with three input variables) was the only VOTAT strategy which always provided a higher probability to correctly solve the problem independently of the problem complexity in both cultures (see Fig. 6.1 and 6.2). In this study, this strategy was named as \textit{VOTAT strategy A}. In the +1+1 (or +1+1+1) type strategy, for every operation only one single input variable was manipulated, while the other variables were set at a neutral value (at zero in the case of MicroDYN). Based on the results, this strategy was the most effective strategy in the interactive problem-solving environment built in this study.

The second most frequently employed VOTAT strategy was the +1+2 type (in case of two input variables) or the +1+2+2 type (in case of three input) strategy. This strategy was named as \textit{VOTAT strategy B}. In this type of strategies, in the first step, only one single input variable was manipulated, while the other variables remained at zero; in the second step, the input variable which was changed in the first step remained at the previous status, while the other input variable was manipulated. This type of strategy can also provide a certain probability to correctly solve the problem. However, the users of this type of strategy also had a comparatively high possibility to provide a wrong answer. In most of the cases, the possibility to provide a wrong answer was higher or almost equal with the possibility to provide a right answer (except for problems with 2 input variables and 2 output variables in the Chinese context). Thus, the effectiveness of this kind of strategy was not very high, especially
compared with the +1+1 (or +1+1+1) strategy.

The +1+3 type (in the case of two input variables) or the +1+1+2 type (in the case of three input variables) was the less effective VOTAT strategy. This strategy was named as VOTAT strategy C. This strategy was rarely employed by the participants. Thus, its effectiveness was hard to accurately testify. In this case, this strategy is not going to be further discussed.

By the comparison of the exploration behaviour of the Chinese and Hungarian students, we detected some remarkable differences:

(1) VOTAT strategy A has been proved as the most effective strategy. That is, the VOTAT strategy A users had a high probability of getting the correct answer. However, in every item, the proportions for Hungarian VOTAT strategy A users with a wrong answer were higher than that of the Chinese users. All the VOTAT strategy A users extracted the same information from the system. Thus, the ability to effectively use the extracted information was the decisive factor on whether they could successfully solve the problem. Therefore, the result further proved the finding achieved in section 6.4.1, according to which, compared to Chinese students, Hungarian students had a lower ability to effectively use the extracted information.

(2) The frequency for Chinese students to employ VOTAT strategy B was higher than the frequency for the Hungarian students. VOTAT strategy B had higher effectiveness in the Chinese context. The result confirmed Chinese students’ higher ability level to effectively use the extracted information. Moreover, this finding also matches the results in section 6.4.1. In IPS environment an effective strategy usage was more valuable for the Chinese problem-solvers, since they could use the extracted information more effectively.

(3) When comparing VOTAT strategy A with VOTAT strategy B, the latter one is more complex. If a student employed VOTAT strategy B, he/she needed to do a more complex analysis and calculation, which required students’ combinatorial reasoning skill and mathematical computation ability. Students
have a certain possibility to employ VOTAT strategy by accidental random operations. Of course, if a student employed VOTAT strategy involuntarily, but not fully understood what he/she has done, he/she was not very likely to effectively use the extracted information and solve the problem correctly. As the results indicated (Fig. 6.1 and 6.2), Chinese students had significantly higher proportion for employing VOTAT strategy B and they had a much higher possibility to achieve the correct answer by employing VOTAT strategy B. That is, there were much more Chinese students who understood how VOTAT strategy worked in the problem-solving environment during the assessment process. Moreover, applying VOTAT strategies requires students to figure out the combination of the setting of input values, and select the combination which can most effectively provide information. Therefore, the results also answered the question raised in section 5.4.4, namely why combinatorial reasoning skill had a more important meaning for Chinese students.

Fig. 6.1 Efficacy of the most frequently employed VOTAT strategies on problems with two input variables
Fig. 6.2 Efficacy of the most frequently employed VOTAT strategies on problems with three input variables

6.4.3 Distinguishing qualitatively different explorer class profiles in China and in Hungary

Following Molnár and Csapó (2018, p. 13), we executed latent class analyses based on students’ minimal input behaviour. “Depending on the level of optimal exploration strategy used, all the students received new categorical scores [0, 1, 2, see section 6.3.3] based on their input exploration behaviour, one for each of the CPS tasks.”

The 3 latent-class model had the lowest information theory criteria fits (AIC, BIC, and aBIC) and the highest entropy in the Chinese sample. The likelihood ratio statistical test (Lo-Mendell Rubin Adjusted Likelihood Ratio Test) confirmed that the 3 latent-class model had a significantly better fit than the other models (p<.05) (Table 6.5). In the Hungarian context, the 3 latent-class model had the lowest information theory criteria fits; however, its entropy was lower than for the 2 latent-class model. The likelihood ratio statistical test proved that the 3 latent-class model fitted the data
better (p<.001). Thus, both the Chinese and Hungarian samples should be 3 latent classes classified.

<table>
<thead>
<tr>
<th>Nationality</th>
<th>Number of latent classes</th>
<th>AIC</th>
<th>BIC</th>
<th>aBIC</th>
<th>Entropy</th>
<th>L-M-R test</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>2</td>
<td>1,480</td>
<td>1,561</td>
<td>1,482</td>
<td>0.969</td>
<td>509</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1,466</td>
<td>1,589</td>
<td>1,469</td>
<td>0.978</td>
<td>39</td>
<td>&lt;.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1,462</td>
<td>1,627</td>
<td>1,466</td>
<td>0.973</td>
<td>30</td>
<td>&gt;.05</td>
</tr>
<tr>
<td>HU</td>
<td>2</td>
<td>7,791</td>
<td>7,909</td>
<td>7,830</td>
<td>0.930</td>
<td>1,873</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7,550</td>
<td>7,730</td>
<td>7,609</td>
<td>0.817</td>
<td>264</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7,511</td>
<td>7,752</td>
<td>7,590</td>
<td>0.787</td>
<td>64</td>
<td>&gt;.05</td>
</tr>
</tbody>
</table>

Table 6.5 Fit indices for latent class analyses

The 3 latent classes models for both the Chinese and Hungarian samples are shown in Fig. 6.3 and 6.4. Based on the students’ performance, the three qualitatively different class profiles for the Chinese sample were described as follows:

1. Class 1 – Intermediate performers on the easiest problems, but low performers on complex ones with a very slow learning effect;
2. Class 2 – Rapid learners; and
3. Class 3 – Proficient strategy users.

Meanwhile, the three qualitatively different class profiles for the Hungarian sample were described as follows:

1. Class 1 – Intermediate performers on easiest problems, but low performers on complex ones with a very slow learning effect;
2. Class 2 – Proficient strategy users; and
3. Class 3 – Low performers.
Fig. 6.3 Three qualitatively different class profiles for the Chinese sample

Fig. 6.4 Three qualitatively different class profiles for the Hungarian sample

The frequencies and average latent class probabilities for the latent classes are displayed in Table 6.6. 37.5% of the Hungarian students were low performers. During the IPS assessment, they rarely employed a fully or partially VOTAT strategy. 28.4% of the Hungarian students were slow learners. They employed a fully or partially VOTAT strategy in the easiest items, but they did not learn to control and understand the strategy. After the problem complexity increased, they became low performers. 34.1% of the Hungarian students were proficient strategy users and employed a VOTAT strategy from the beginning to the end.
<table>
<thead>
<tr>
<th>Profiles</th>
<th>CN</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency (%)</td>
<td>Average latent class probabilities</td>
</tr>
<tr>
<td>Low performers</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Intermediate performers on easiest problems,</td>
<td>45.5</td>
<td>.99</td>
</tr>
<tr>
<td>but low performers on complex ones with a very slow learning effect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rapid learners</td>
<td>3.1</td>
<td>.95</td>
</tr>
<tr>
<td>Proficient strategy users</td>
<td>51.5</td>
<td>.99</td>
</tr>
</tbody>
</table>

**Table 6.6** Frequencies and average latent class probabilities

There were several remarkable advantages detectable when we compared Chinese and Hungarian students regarding the usage of the VOTAT strategy. The class “low performers” did not exist in the Chinese sample, indicating that there were almost no Chinese students who did not employ the VOTAT strategy at least once in the IPS test. 45.5% of the Chinese students were intermediate performers on the easiest problems, but low performers on complex ones with a very slow learning effect. They did not perform well on the whole test due to the slow learning effect, but at least they showed on average performance on the easy problems.

The proportion of proficient strategy users in the Chinese sample was 51.5%, which was much higher (34.1%) than the ratio for the Hungarian sample. It was an obvious and direct indicator that Chinese students had a generally better performance regarding the VOTAT strategy learning, understanding, and usage. A small group of Chinese students (3.1%) were detected as rapid learners. They did not employ fully or partially VOTAT strategy on the easy items at the beginning of the test, but they learned very rapidly and reached the top performers’ proficiency level of the VOTAT strategy usage by the end of the test. However, there was no rapid learner found in the Hungarian sample, which can be due to the relative low sample size. In a large-scale
study Molnár and Csapó (2018) could distinguish 6 qualitatively different explorer class profiles regarding IPS, including the class of rapid learners (4.4% of the whole sample).

6.5 Conclusions and limitations of the log-file analyses

The analysis discovered Chinese and Hungarian students’ problem-solving behaviours in the aspect of exploration strategy in IPS environment. The results from this analysis could be used to answer research question 8 (*RQ8. Do Chinese and Hungarian students employ different exploration strategies during the problem-solving process? How do their exploration strategies influence their problem-solving performance?*)

Chinese students employed theoretically effective strategies – including the most effective VOTAT strategy – more frequently than Hungarian students. Compared with the Hungarian students, the Chinese students managed to represent the information that they obtained from the system more effectively, and they made good decisions in the problem-solving process. That is, the employment of a theoretically effective, especially of the VOTAT strategy, had more value for the Chinese students, since if they collected enough information to solve the problems, they had higher chances to build the right solution. In contrast, Hungarian students’ problem-solving performance received less influence from the exploration strategies they employed. However, the Hungarian student proved to be more intuitive, and, as a result, the Hungarian theoretically non-effective strategy users had a higher probability to correctly solve the problem (compared to the Chinese students). In general, there were several remarkable differences detected between Chinese and Hungarian students’ exploration strategies, thus, hypothesis *H8 was supported.*

The analysis also further explored the nature of problem solving in the Hungarian and Chinese contexts. Chinese students showed a much higher performance in the PISA 2012 problem-solving assessment than Hungarian students. However, against our preliminary hypotheses, in this study, the students from these two countries showed statistically equal performance.

One of the reasons for this difference could be that we measured 12-year-old
students, who are – according to Molnár et al. (2018) – still at the beginning of the IPS developmental phase, while PISA-students are in the middle of the IPS developmental phase (15-years-olds). Thus, the difference between Chinese and Hungarian students’ ability of problem solving has not occurred at the starting stage.

This log-file analysis provides another possibility to understand this situation. From the log-file analysis, some information has been extracted. For instance, Chinese students employed more frequently theoretically effective exploration strategies during the problem solving process, and they benefited much more from the effective strategy usage. Chinese students had a higher proportion of rapid learners and proficient strategy users than Hungarian students. Compared with Chinese students, Hungarian students did not highly rely on the use of theoretically effective strategy in the interactive problem-solving environment.

Molnár and Csapó (2018) proved that the higher the complexity and difficulty of a problem, the lower the possibility of correctly solving it without an effective strategy usage. Therefore, Chinese students’ higher proficiency level of the effective strategy usage could play a much important role in the problem-solving assessments with higher complexity and difficulty. For instance, the PISA 2012 problem-solving assessment had higher complexity and difficulty than this study (it was designed for 15-year-old students). Based on the findings in this study, there is reason to believe that Chinese students’ effective strategy usage helped them to a certain level to exceed Hungarian students.

Moreover, the analysis has also answered the question raised in section 5.5.4, namely why Chinese students’ problem-solving performance had a deeper connection with their learning strategies. The proficiency level of the exploration strategy in the interactive problem-solving environment is actually connected with students’ daily learning strategies (Molnár et al., 2017). Thus, there is no wonder that Chinese students’ problem-solving performance was more likely to be influenced by their learning strategies. Moreover, obviously, employing different exploration strategies requires different thinking skills. In section 5.4.4, we discussed that because Chinese students were more willing to and better at using VOTAT strategies, their
combinatorial reasoning played a much more important role than the Hungarian students. But this was only a very basic finding. How students’ thinking skills and their exploration strategies are connected in the problem-solving environment is an interesting, but huge and unexplored topic. The results indicated the possibility for further research to discover a larger picture of the connections between students’ cognitive features and physical behaviour in the problem-solving environment.

The limitations for the log-file analysis were the same as in the cross-national comparison study. The sample size problem might impact the data analysis accuracy to a certain level. Even there has been no direct evidence that can prove the impact, the possibility still could not be fully eliminated.
7. Summary of the Study

7.1 Summary of the results and answering the research questions

The study was aiming to explore the nature of problem-solving in the Chinese and Hungarian contexts. The method of this study was using computer-based online instruments to measure Chinese and Hungarian students’ problem-solving skills in the MicroDYN approach, as well as some other thinking skills (combinatorial reasoning, inductive reasoning, creativity) and cognitive and non-cognitive factors (working memory, test-taking motivation, learning strategies, parents’ education, etc.).

Regarding age, the aim population is in the first phase of the IPS developmental curve (12-year-olds). The present study aimed to detect the similarities and differences in the cognitive structures of problem solving for Chinese and Hungarian students. Log-file analyses were performed to learn more about the behaviour of the Chinese and Hungarian students in an IPS scenario.

Since computer-based assessment of thinking skills has not been commonly implemented in China, we had to test its feasibility in this educational context, and we had to test the behaviour, the psychometric indices, especially the reliability of the tests, adapted within the confines of this assessment project. A pilot study was conducted in order to prove that computer-based assessment is feasible and the selected instruments are reliable to be used in the Chinese cultural and network environment. All of the tests received good or at least acceptable internal consistencies, thus the usability of computer-based testing and the reliability of the instruments were proven. \( RQ1 \)

The cross-national comparison study with a larger sample size was conducted in China and Hungary. The tests delivered to Chinese and Hungarian students were not completely the same, but a certain number of anchor items made the comparison of the results possible (by means of item response theory). The results indicated that in both Chinese and Hungarian contexts, IPS showed better model fits in the confirmatory factor analysis with the two-dimensional model consisted of knowledge
acquisition and knowledge application. Thus, the IPS tasks proved to assess knowledge acquisition and knowledge application with the MicroDYN approach, independently of cultural context. \((RQ2)\)

Based on the measurement invariance analyses, the IPS test proved to be measurement invariant across gender within the same culture. However, measurement non-invariance of the IPS test was found across nationality. That is, the tasks in the IPS test measure not completely the same construct in the different cultures. \((RQ3)\)

Analysis by means of item response theory indicated that there was no significant difference between Chinese and Hungarian students’ problem-solving skills. Thus, Chinese and Hungarian students had the same developmental level of problem solving at the beginning of their IPS developmental phase. \((RQ4)\)

A comparison study between Hungarian males and females and Chinese males and females was conducted. The results showed that Hungarian males, Chinese males, and Chinese females had equal achievement in the IPS assessment. However, Hungarian females had the lowest achievement, which was significantly lower than for Hungarian males. That is, among these four groups of students, only the difference between Hungarian males and females was proved. \((RQ5)\)

Inductive reasoning and combinatorial reasoning skills showed a significant predictive power on IPS achievement in both Chinese and Hungarian contexts. Thus, these two thinking skills were proved to be important component skills of problem solving. However, in the IPS environment, Hungarian students relied on inductive reasoning and combinatorial reasoning skills at an almost equal level, but Chinese students relied much more on their combinatorial reasoning skill. The remarkably different cognitive styles between Chinese and Hungarian students were one of the important reasons for the detected measurement non-invariance across nationality. \((RQ6)\)

Working memory and parental education showed significant influence on both Chinese and Hungarian students’ IPS achievement. All the three learning strategies (elaboration, memorization, control) were significantly influencing Chinese students’ IPS achievement. In contrast, Hungarian students’ problem-solving achievement was
rarely connected with their learning strategies. Only memorization had a moderate level of predictive power on problem solving. \((RQ7)\)

According to the log-file analyses, the Chinese students employed theoretically effective (including VOTAT) strategies more frequently and they proved to be better strategy users. They had a better ability to give a meaning to the extracted information and to transfer the usage of theoretically effective strategies to successful problem solving. Moreover, the results proved that Chinese students had a higher learning effect regarding the use of VOTAT strategies in the interactive problem-solving environment. In comparison, Hungarian students were less likely to rely on the usage of effective strategies in IPS environment, and that could be a significant disadvantage which impedes Hungarian students’ problem-solving skills development. \((RQ8)\)

7.2 Discussions of the findings

This study contributed to our further understanding of the nature of problem solving, and explored the differences between students with Chinese and Hungarian cultural backgrounds. Currently, enhancing students’ ability to solve problems has become one of the main targets in school education. With no doubt, a deeper understanding of problem solving in an international context has an important meaning.

China (mainland) was one of the top performers in the PISA 2012 problem-solving assessment. However, their performance was still far lower than the expected level, and sadly there has only been very little research of domain-general problem-solving skills conducted in China. Hungary could not achieve a satisfactory performance in the PISA 2012 problem-solving assessment. Thus, it was necessary to conduct a research regarding students’ problem-solving skills in these two countries.

This study has successfully discovered several pieces of valuable information. Firstly, it has proved the reliability and feasibility of conducting the computer-based cognitive assessment in the Chinese culture and network environment. China has a generally high quality education system (proved by the PISA results). However, there is still criticism saying that the educational methodology and technology in China is
conservative. Computer-based cognitive assessment has not been commonly used by Chinese psychologists. This study proved that, in the Chinese context, computer-based assessment in the domain cognitive sciences can still show its high efficiency. The findings could be the base for future cognitive research to be implemented in China.

This study further confirmed the structure of problem solving. In the assessment, participants were able to demonstrate their capacity for knowledge acquisition and application separately. The modeling results supported the hypothesis proposed by previous studies, namely that problem solving could be formulated as a two-dimensional measurement model (e.g. Bühner, Kröner, & Ziegler, 2008; Wüstenberg et al., 2012), independently of the cultural context. However, the two-dimensional model is still a simplified representation of real-life problem-solving progress. As Greiff et al. (2013) have illustrated, the complexities of naturalistic environments sometimes are much more extensive than the scenario simulated by the assessment instrument; and the model that is extracted from the collected data, inevitably, can only abstract and approximate the real situation. Nevertheless, the results of this study have built a foundation and provided possibilities for future research. In general, knowledge acquisition emphasizes understanding and representing the problem, while knowledge application emphasizes finding solutions (Greiff et al., 2013). Obviously, the processes of knowledge acquisition and knowledge application consist of complex mental and practical activities, which indicate possibilities for identifying lower-level dimensions within these two processes. Future research should focus on defining these sub-level component processes and further complete the construction of the problem-solving model.

This study proved that combinatorial reasoning and inductive reasoning have significant predictive effects on the problem-solving process for both Chinese and Hungarian students. Moreover, the results confirmed that combinatorial reasoning and inductive reasoning are strongly correlated, indicating that the development of problem-solving and other relevant reasoning skills are coordinated and not isolated.
targets in school education, and this can be realized by explicit training (Molnár, 2011) or by improving teaching methods (Shayer, & Adey, 2002). The findings of this study suggest that the problem-solving training program should be accompanied by training in specific reasoning skills. Furthermore, certain school subjects have the capacity to promote reasoning skills development (e.g. mathematics education: Primi, Ferrão, & Almeida, 2010; Xin, & Zhang, 2009; science education: Pásztor, & Csapó, 2014; Kambeyo, & Wu, 2018) and thus further contribute to problem-solving ability development. The results suggested that schools can improve instruction methods in these subjects by paying more attention to reasoning skills enhancement. Similarly, some non-thinking skill factors which have the power to influence students’ problem-solving achievement (e.g. test-taking motivation, working memory) are also worth to be focused on by educational designers and psychologists.

Chinese and Hungarian students showed a statistically equal IPS performance in this study. One of the strongest advantages of Chinese students is still to be identified, namely that Chinese students were more willing to use theoretically effective exploration strategies, and they were better proficient strategy users. This study believes that this is an important reason why Chinese students could show a good performance in the PISA 2012 assessment. China is a country with the typical East Asian culture. Due to the pressure of huge populations, “hard working” is a tag for the East Asian students. In China, higher educational level, most of time, means higher income and social position. “Returns to education” is an important concept in sociology, which "calculated for investments undertaken as a part of initial education, and account for the main costs and benefits associated with this investment decision" (OECD, 2009, p. 152). It can also be described as the increase in the income from an additional year of education for an individual who makes the investment decision on education (Borjas, & Van Ours, 2010). The returns to education in China have sharply increased in the past decades, now it was much higher than the world average level (Wang, & Wu, 2018). This means that education plays an extremely important role in the Chinese culture. In this kind of environment, Chinese students are used to working harder, concentrate more, and had a higher motivation in the school activities. Thus,
their attitude and habits inevitably influenced their behaviours in this study’s assessment, as well as the PISA assessment. The finding that Chinese students’ learning strategies had a much deeper connection with their problem-solving performance, could be seen as the evidence for this. They had higher motivation to explore the system (see section 5.5.2) and were more willing to employ and learn the effective strategies (see section 6.4), thus gained a certain advantage in the assessment. Although this kind of social environment is a unique feature in the East Asian countries, it could not and should not (it is not good for students’ metal or physically healthy, Quach, Epstein, Riley, Falconier, & Fang, 2015) be copied by the other countries. However, it can still give a hint to Hungarian educators that there is a possibility to promote students’ problem-solving performance by training students’ daily learning habits and attitudes, and enhance their motivation in school activities.

7.3 Limitations

Apart from the limitations regarding sample size, measurement non-invariance, and different test-taking motivation which were mentioned in the previous sections (section 5.7 & 6.5), it may also cause concern about the generalizability of the findings that this study chose China and Hungary as the representatives for Asian and European culture, but. Some studies (e.g. Wüstenberg et al., 2014) have pointed out that students from different nations (even from similar cultural backgrounds, e.g. Hungary-Germany) could possibly have different levels of development in problem-solving performance, while the relationships between the components within problem-solving skills could also vary. A future study will continue to include more countries to discover such differences in the cognitive structures for problem solving that exist between students with Asian and European cultural backgrounds, and thus address the generalizability limitation of the present study.

7.4 Originality
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Appendixes
Appendix A: The Hungarian and the Chinese version of the IPS problem Cat

Hungarian Version
请找出它们之间的关系并用连线将其表示出来！

在4步以内让小猫达到指定的活动和叫声状态！
Appendix B: Sample items from the Chinese version of the inductive reasoning test

Figural Analogy Items

想一想有可能会是怎样的规律呢？哪张图片最适合填进黄色框里呢？
请把它拖进黄色框里！

Figural Series Items

想一想有可能会是怎样的规律呢？
哪张图片最适合填进黄色框里呢？
请把它拖进黄色框里！
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Number Analogy Items

想一想有可能会是怎么样的规律呢？哪个数字最适合填进黄色框里呢？请把它拖进黄色框里！

6 → 21
16 → 31
21 → □

31  41  6  15  36

Number Series Items

请找出这些数字的规律！然后选择合适的数字，并将其拖到黄色框里！

1  2  4  8  16  32  □  □

33  48  40  64  35  128  124
Appendix C: Sample items from the Chinese version of the combinatorial reasoning test

Verbal Items

Figural Items
Appendix D: Sample item from the Chinese version of the working memory test
Appendix E: Sample item from the Chinese version of the creativity test

Figural-verbal Creativity Items

你能从这个图片看出什么? 写下所有你能想到的答案!

如果你已经填满了上面所有的空格，还仍然还可以想出别的答案，那就写在这里吧，用逗号分隔你的答案！

Verbal-verbal Creativity Items

你能用杯子做些什么? 写下你能想到的所有可能性!

如果你已经填满了上面所有的空格，还仍然还可以想出别的答案，那就写在这里吧，用逗号分隔你的答案！
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Appendix F: Background questionnaire (in English)

Are you a ____?
Boy
Girl

How old are you?
____________

What is your mother’s educational level?
Primary School
Junior or Senior High School
Vocational School
Undergraduate Degree
Postgraduate Degree
I Don’t Know

What is your father’s educational level?
Primary School
Junior or Senior High School
Vocational School
Undergraduate Degree
Postgraduate Degree
I Don’t Know

Elaboration Strategies

When I study, I try to relate new material to things I have learned in other subjects
Never  Rarely  Sometimes  Often  Always

When I study, I figure out how the information might be useful in the real world
Never  Rarely  Sometimes  Often  Always

When I study, I try to understand the material better by relating it to things I already know
Never  Rarely  Sometimes  Often  Always

When I study, I figure out how the material fits in with what I have learned
Never  Rarely  Sometimes  Often  Always

Memorisation strategies

When I study, I try to memorise everything that might be covered
Never  Rarely  Sometimes  Often  Always

When I study, I memorise as much as possible
Never  Rarely  Sometimes  Often  Always

When I study, I memorise all new material so that I can recite it
Never  Rarely  Sometimes  Often  Always

When I study, I practice by saying the material to myself over and over
Never  Rarely  Sometimes  Often  Always

Control strategies

When I study, I start by figuring out what exactly I need to learn
Never  Rarely  Sometimes  Often  Always

When I study, I force myself to check to see if I remember what I have learned
Never  Rarely  Sometimes  Often  Always
When I study, I try to figure out, as I read, which concepts I still haven’t really understood
Never  Rarely  Sometimes  Often  Always

When I study, I make sure that I remember the most important things
Never  Rarely  Sometimes  Often  Always

When I study, and I don’t understand something, I look for additional information to clarify the point
Never  Rarely  Sometimes  Often  Always